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Extending the redshift frontier with the JWST

11

Figure 2. a. The distribution of absolute magnitudes and redshifts of spectroscopically-confirmed galaxies from pre-JWST
candidates (blue dots) and from public JWST data sets (orange squares), showing the power of JWST to detect galaxies beyond
redshift 6. The latter include compilations (Roberts-Borsani et al. 2024) and single targets (Castellano et al. 2024; Carniani
et al. 2024) observed with NIRSpec MSA observations, as well as NIRCam grism (FRESCO and EIGER; (Oesch et al. 2023)
and (Kashino et al. 2023b), respectively). b. The cosmic SFR density over the first billion years (adapted from Figure 17 of
(Harikane et al. 2024), as seen from HST/WFC3 samples (dark circles), compared to JWST/NIRCam estimates (light squares).
A model of constant star formation e�ciency is plotted in grey, for comparison. The model and all literature points are derived
from (Harikane et al. 2024) (and references therein), where the latter are integrated down to MUV = �18 mag.

Adamo et al. 2024: review article written by the attendees of the 2024 ISSI breakthrough 
workshop "The first billion year of the Universe”
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Schrodinger’s Galaxy: z ⇡ 17 or z ⇡ 5? 11

Figure 5. How CEERS-1749 at z ⇠ 16.5 would challenge our understanding of galaxy formation. Left: Implied constraints

on the bright end of the UV LF at z ⇠ 16.5. If this source is indeed confirmed to lie at z ⇠ 16.5, it would defy virtually every

model of early galaxy evolution. The solid light gray lines show predictions from two models (Dayal et al. 2014; Behroozi et al.

2019) at z ⇠ 11, while the darker gray lines are for z ⇠ 15� 16. At the observed number density, CEERS-1749 would be 4mag

too bright for the model predictions. Even more impressive is the comparison with the DM halo mass function. The dotted

gray line shows the predicted LF of an extreme model where all baryons in a given halo are converted into stars. This is the

only way to reproduce the UV LF of this galaxy. For context, similarly luminous galaxies at z ⇡ 6 � 10 have star-formation

e�ciencies inferred to be < 10% (e.g., Tacchella et al. 2018; Stefanon et al. 2021). As an empirical comparison we also show

extrapolations of the double-power law UVLF (”DPL”) from Bowler et al. (2020) to z ⇡ 11 and z ⇡ 16. Right: Galaxy stellar

mass threshold vs. redshift expected for ⇤CDM cosmology, adopted from Behroozi & Silk (2018). The stellar mass threshold is

derived from halo mass functions that assume a 100% star-formation e�ciency, i.e., M?/Mhalo = fbaryon, where fbaryon = 0.16 is

the cosmic baryon fraction. CEERS-1749, and the tentative implied number density of its analogues (⇡ 10�5 Mpc�3), places it

in a regime that significantly deviates from the norm for ⇤CDM. If confirmed to lie at z ⇡ 17, and if analogues of CEERS-1749

prove to be as common as the first JWST extragalactic fields imply, this may provide a compelling constraint on cosmology.

Another relevant class of ideas revises the relationship
between light and mass. For instance, modifying the
IMF to be extremely top-heavy produces much higher
UV luminosities for a given stellar mass (up to ⇡ 10⇥
higher compared to our assumptions of a “normal” IMF,
e.g., Fardal et al. 2007). Pop III stars and binary stars
occurring at low metallicities similarly produce di↵er-
ent translations between light and mass. And finally, a
possibility that can not be ignored is that some fraction
of the luminosity of CEERS-1749 may not be of stellar
origin at all, but could arise from accretion onto early
black holes (e.g., Pacucci et al. 2022).

4.2. Implications of the z ⇡ 5 scenario

We emphasize that the redshift solution for CEERS-
1749 across multiple studies, which use diverse data re-
duction choices and z > 10 selection techniques, seems
unambiguous: z ⇡ 17, with p(z > 10) > 99.9%, and lit-
tle room permitted for any other possibility (Naidu et al.
2022a; Donnan et al. 2022; Harikane et al. 2022a). There
is no hint of a z ⇡ 5 solution that may be upweighted
into relevance by e.g., a luminosity prior. If not for the
conservative error floor on the photometry adopted here,
and the fortuitous environmental evidence, there would

be little reason to place this source at z ⇡ 5 (but see
also Zavala et al. 2022).
The di�culty of identifying the z ⇡ 5 solution for

CEERS-1749 could be construed to imply that some
fraction of the seemingly secure z > 10 candidates
may be interlopers of the kind discussed in this work.
Galaxies with relatively weaker breaks in their SED are
the most vulnerable – e.g., the dusty starburst scenario
could account both for their break as well as the slope
of their longer wavelength photometry. Such interlop-
ers may help resolve the tension described in the prior
section. At slightly lower redshifts (z ⇡ 6 � 10) the
occurrence of the strongest rest-optical lines as well as
the presence of both Balmer breaks as well as Lyman
breaks in the NIRCam coverage provide additional safe-
guards (e.g., Labbe et al. 2022). Further, MIRI pho-
tometry (e.g., see how the dusty galaxy stands out in
Table 2), an additional medium band (for example, in
the JADES GTO program filter-set, Rieke 2020), or any
spectroscopy would comfortably protect against such in-
terlopers.
We also emphasize that we are dealing with an ex-

traordinary situation given the foreground protocluster.
The redshift range in which strong emission lines in a
dusty system perfectly conspire to mimic a Lyman break
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While in perfect agreement with theory at , early JWST observations showed an over-
density of bright systems at . Caution: strong emission lines from z~5 object lead to a 

pathology yielding a photometric z~16 (Arrabal-Haro et al. 2023).

z ≤ 10
z ≥ 11
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Naidu (incl. PD) et al. 
2022, 
Harikane et al. 2023, 
Donnan et al. 2023, 
McLeod et al. 2023
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Observations continue to support over-abundance of bright systems 
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 1: The evolving UV LF at z ⇠ 5 � 16. In each panel, lines show theoretical results for intrinsic and dust-attenuated UV LFs for
the fiducial model as well as those allowing for a scatter of 0.5 and 1 dex on f⇤, as marked in panel a; the dark and light shaded areas
show the corresponding 1� scatter for the f⇤ ± 0.5 and f⇤ ± 1 dex cases, respectively. In every panel, the solid green and yellow lines
show the theoretical upper limits i.e. the “maximal intrinsic UV LF" for a Salpeter and flat-ish IMF, respectively. Finally, points
show observational data, as marked, from Atek et al. (2015), Bowler et al. (2017), Atek et al. (2018), Ishigaki et al. (2018), Bowler
et al. (2020), Bouwens et al. (2021), Bouwens et al. (2022b), Bouwens et al. (2023a), Harikane et al. (2022a), Donnan et al. (2023),
Willott et al. (2023), Adams et al. (2023a), Casey et al. (2023a), Finkelstein et al. (2023a), Bouwens et al. (2023b), Harikane et al.
(2023a), Harikane et al. (2023b), Leung et al. (2023), Robertson et al. (2023a), Pérez-González et al. (2023), Harikane et al. (2024),
Donnan et al. (2024) and McLeod et al. (2024).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Observations continue to support over-abundance of bright systems 
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Possible solutions include a decreasing importance of dust attenuation with increasing redshift 
(Ferrara, Pallottini, PD 2023; Ferrara25 a,b), an evolving initial mass function (Yung et al. 2023, 

Cueto, Hutter & PD et al. 2023, Trinca et al. 2024, Mauerhofer & PD, 2025), bursty star formation 
(Mason et al. 2023, Mirocha & Furlanetto 2023, Sun et al. 2023, Shen et al. 2024, Nikopoulos & 

PD 2024), black hole contribution (Ono et al. 2018, Pacucci, PD et al. 2022) or feedback-free 
star formation (Dekel et al. 2023, 2025).

Mauerhofer & PD 2023
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Fig. 1: The evolving UV LF at z ⇠ 5 � 16. In each panel, lines show theoretical results for intrinsic and dust-attenuated UV LFs for
the fiducial model as well as those allowing for a scatter of 0.5 and 1 dex on f⇤, as marked in panel a; the dark and light shaded areas
show the corresponding 1� scatter for the f⇤ ± 0.5 and f⇤ ± 1 dex cases, respectively. In every panel, the solid green and yellow lines
show the theoretical upper limits i.e. the “maximal intrinsic UV LF" for a Salpeter and flat-ish IMF, respectively. Finally, points
show observational data, as marked, from Atek et al. (2015), Bowler et al. (2017), Atek et al. (2018), Ishigaki et al. (2018), Bowler
et al. (2020), Bouwens et al. (2021), Bouwens et al. (2022b), Bouwens et al. (2023a), Harikane et al. (2022a), Donnan et al. (2023),
Willott et al. (2023), Adams et al. (2023a), Casey et al. (2023a), Finkelstein et al. (2023a), Bouwens et al. (2023b), Harikane et al.
(2023a), Harikane et al. (2023b), Leung et al. (2023), Robertson et al. (2023a), Pérez-González et al. (2023), Harikane et al. (2024),
Donnan et al. (2024) and McLeod et al. (2024).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 20, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(solid lines) UV LFs. These lines show the means of five runs sampling the PDFs for fcold and f⇤ from sphinx20. For the sake of clarity we only
show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel, as marked,
points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018; Bouwens et al.
2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b; Leung et al. 2023;
McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al. 2024; Whitler et al.
2025). The last panel shows the UV LF integrated between z ⇠ 15 � 20 in order to compare with observations at those redshifts (Kokorev et al.
2024; Whitler et al. 2025).
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Dust determines the bright end of the UV LF at z<10

 Impact of dust attenuation decreases with increasing redshift (Mauerhofer & PD, 2023, 
2025; Ferrara+2023, 2025ab; Popping et al. 2017; Vijayan et al. 2019; Triani et al. 2020). 
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Fig. 9. The redshift evolution of the stellar mass function (SMF) at z ⇠ 5 � 21, for the di↵erent model explored in this work. Solid lines show
the mean results from 5 runs of each model with shaded areas showing the associated maximum and minimum values. As marked, in each panel
points show observational data using a Kroupa IMF (from Bhatawdekar et al. 2019; Duncan et al. 2014; Kikuchihara et al. 2020; Navarro-Carrera
et al. 2024; Song et al. 2016; Stefanon et al. 2021; Weibel et al. 2024; Harvey et al. 2025).

3.3. The redshift evolution of the stellar mass function from
z ⇠ 5 � 21

We also compare the stellar mass function (SMF) predicted by
our models with those constructed from observations with e.g.
the Hubble Space Telescope (HST) and the JWST, as shown in
Figure 9. At z ⇠ 5� 6, all four of the models studies in this work

show SMFs that essentially overlap between M⇤ ⇠ 106�11M�;
the delphi23 model shows a slightly enhanced high-end tail
driven by its large star formation e�ciency. As we move to z >⇠ 7,
these models start showing increasingly larger di↵erences: with
its top-heavy IMF, the eIMF model has the largest light-to-mass
ratio in addition to the largest SNII fraction per unit mass. As a
result, this sets the lower limit to the theoretical SMF evolution.
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 21, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(“observed") UV LFs (solid lines). These lines show the means of 5 runs sampling the PDFs for of fcold and f⇤ from sphinx20; for the sake of
clarity we only show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel,
as marked, points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018;
Bouwens et al. 2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b;
Leung et al. 2023; McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al.
2024; Kokorev et al. 2024; Whitler et al. 2025).
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Fig. 7. The redshift evolution of the UV LF between z ⇠ 5 � 21, as marked. In each panel, we show a comparison of the fiducial model, and the
eIMF and eSFE models against the results from delphi23 (Mauerhofer & Dayal 2023) for both the intrinsic (dashed lines) and dust-attenuated
(“observed") UV LFs (solid lines). These lines show the means of 5 runs sampling the PDFs for of fcold and f⇤ from sphinx20; for the sake of
clarity we only show the maximum and minimum values associated with these runs for the observed UV LFs through shaded areas. In each panel,
as marked, points show observational data (from Atek et al. 2015; Bowler et al. 2017; Atek et al. 2018; Ishigaki et al. 2018; Oesch et al. 2018;
Bouwens et al. 2021, 2022a, 2023a,b; Naidu et al. 2022a; Adams et al. 2024; Donnan et al. 2023, 2024; Harikane et al. 2022, 2023, 2024a,b;
Leung et al. 2023; McLeod et al. 2024; Pérez-González et al. 2023; Casey et al. 2024; Finkelstein et al. 2024; Robertson et al. 2024; Willott et al.
2024; Kokorev et al. 2024; Whitler et al. 2025).
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12 Dayal et al.

Figure 6. The UV escape fraction (fc =  UV/ ) as a function of the total star formation rate for z ⇠ 7 galaxies. The di↵erent lines
show the predicted average values (along with 1 � � error bars) considering the di↵erent dust processes modelled, as noted. The filled
squares show the data from the REBELS program where the SFRs have been calculated as described in Ferrara et al. 2022 (in prep.) and
re-scaled for a Salpeter IMF between 0.1� 100M�.

• Models not including dust attenuation largely over-
predict the UV LF at MUV

<⇠ � 21.2 (see e.g. Bouwens et al.
2009; Reddy et al. 2010). The fiducial model yields instead
results in excellent agreement with observations, and in close
agreement with a model without any grain growth. However,
grain growth with a 0.3 Myr timescale under-predicts the UV
LF at all MUV

<⇠ � 21.4.
• The fiducial model predicts the UV SFR ( UV) and to-

tal SFR ( ) to be related as log( UV) = �0.05 [log( )]2 +
0.86 log( )� 0.05 for  ⇠ 10�2.6 � 103 M�yr

�1.
• The fiducial model predicts a UV escape fraction rang-

ing between 20 � 45% for REBELS galaxies i.e. 55% (80%)
of the SFR in the UV is obscured for galaxies with  ⇠
40 (300)M� yr�1. With its larger dust masses, the model with
⌧0 = 0.3 Myr naturally predicts a larger attenuation fraction
of 70% (90%) over the same SFR range.

While the bulk of the REBELS observations are consis-
tent with our fiducial model, there are 2 low-mass outliers
(REBELS-19, 39) with 8.7 < log(M⇤/M�) < 9.0 that show
dust-to-stellar mass values that are up to a factor 18⇥ higher.
This somewhat flat trend is also consistent with other data
points for low-mass z ⇠ 7 galaxies (Watson et al. 2015;
Hashimoto et al. 2019). Within error bars our unphysical
“maximal dust mass” model (that only includes production
assuming a dust yield of 1M� per SNII, astration and grain
growth on a ⌧0 = 0.3 Myr timescale) can reproduce the dust
masses for the REBELS galaxies as well as for the other
z ⇠ 7 dusty galaxies including A1689-zD1 (Watson et al.
2015; Bakx et al. 2021), B14-65666 (Hashimoto et al. 2019)
and SPT0311-58 (Reuter et al. 2020). However, such high
dust masses result in an under-prediction of the UV LF for
MUV

>⇠ � 19.5.
This tension can be resolved by four di↵erent possibilities:

(i) such low-mass, highly dusty galaxies are outliers that are
not representative of the “average” LBG population mak-

ing up the UV LF; (ii) not all of the dust mass observed
contributes to UV attenuation either because dust and star
forming regions are spatially segregated or a large fraction of
dust is di↵used into the ISM with only a small fraction con-
tributing to attenuating UV light; (iii) the dust masses for
these low-mass systems are over-estimated due to an under-
estimation in the dust temperature; (iv) the stellar masses
have been under-estimated, especially for the lowest mass
systems observed by REBELS. Explanation (ii) is particu-
larly relevant for REBELS-39 that shows a UV-to-total SFR
relation in agreement with the fiducial model whilst having
a dust mass that lies above this relation. REBELS-25 is an
outlier that shows a larger attenuation of its UV SFR despite
its dust mass being in perfect agreement with the fiducial re-
lation. This might hint at dust being preferentially clumped
around sites of young star formation.

Finally, we end with a few caveats of the model. Firstly, we
have assumed gas, metals and dust to be perfectly mixed in
the ISM. Along the same lines, secondly, we have assumed a
dust radius that is equal to the gas radius, and a homogeneous
slab-like dust distribution within this. In principle, one might
expect dust to be more concentrated in newly star forming re-
gions and more dispersed into the ISM for older populations.
Thirdly, we have ignored AGB contribution to the dust val-
ues inferred. However, as noted, this is expected to a↵ect the
inferred dust masses only slightly, i.e. at the ⇠ 10% level.
Fourthly, we have neglected local over-densities of cold gas
that might increase the ISM grain growth rate. Finally, we
assume smoothly-accreted gas to be devoid of both metals
and dust. This might be an under-estimation in the case
of “galactic fountains” i.e. when a part of the metal/dust-
enriched gas ejected in at an earlier time is re-accreted onto
the galaxy at a later stage. This is an e↵ect that is al-
ready being included into our semi-numerical grid-based As-
traeus (Hutter et al. 2021) framework. Over the next years,
a growing amount of ALMA data will be crucial in shedding

MNRAS 000, 000–000 (0000)

Dust obscuration of star formation

PD et al. 2022, Bouwens et al. 2021, Palla et al. 2024, Algera et al. 2023

For observed galaxies at z~7, ratio of UV to total SFR implies an obscuration fraction of 
45-90%. 
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JWST shows an emergence of Obese black holes

Explaining the supermassive black holes being observed by JWST require explanations such 
as super-Eddington accretion onto low-intermediate mass seeds or Eddington accretion onto 

massive (105 ) seeds that formed at  posing a challenge for theoretical models. M⊙ z ∼ 25

Dayal 2024; also Bogdan et al. 2023, Furtak et al. 2023; Goulding et al. 2023; Greene et al. 
2024; Kokorev et al. 2023; Maiolino et al. 2023, 24; Joudzbalis et al. 24; Tripodi et al. 2024, 

Kocevski et al. 2024..



The “UV LF” post ALMA & JWST

Matthee+23, Maiolino+23, Harikane+23, Greene+23, Scholtz+23, Fujimoto+23, Kokorev+24, 
Kocevski+24, Akins+24

Pratika Dayal et al.: UNCOVERing the contribution of black holes to reionization

Fig. 1: The rest-frame UV LF at I ⇠ 5, 7 and 10, as marked. In each panel, the long-dashed, dot-dashed and solid lines show
the dust obscured UV LF for AGN, star formation and the “total" luminosity, as marked; dotted lines show the intrinsic (i.e.

dust-unattenuated) AGN UV LF. In all panels, points show observational results as marked: at I ⇠ 5 (panel a), for star forming
galaxies (solid circles, Finkelstein et al. 2015; Bouwens et al. 2021), galaxies+AGN (empty circles, Harikane et al. 2022), AGN
(empty stars and crosses, Giallongo et al. 2015; Parsa et al. 2018; Niida et al. 2020) and the new JWST AGN results from Matthee
et al. (2024, filled hexagons), Maiolino et al. (2024b, empty squares), Harikane et al. (2024, filled triangles), Scholtz et al. (2023,
empty triangles), Greene et al. (2024, filled squares) and Kokorev et al. (2024, empty hexagons). At I ⇠ 7 (panel b), we show the
results for star forming galaxies (solid circles, Bowler et al. 2020; Bouwens et al. 2021), galaxies+AGN (empty circles, Harikane
et al. 2022) and the new JWST AGN results from Greene et al. (2024, filled squares) and Kokorev et al. (2024, empty hexagons).
At I ⇠ 10 (panel c), we show the UV LF inferred for star forming galaxies (solid circles, Oesch et al. 2018; Bouwens et al. 2021;
Donnan et al. 2023; Harikane et al. 2023a; McLeod et al. 2024). At this redshift, the empty hexagons show AGN candidates (UHZ1
and GN-z11) with the number densities calculated as detailed in Fujimoto et al. (2024).

The stellar component dominates the UV at all magnitudes
at I ⇠ 10 where massive black holes have not yet been able to
assemble in significant numbers. Indeed at I ⇠ 10, the AGN UV
LF predicted by the model is a factor 15-40 lower in the case
the number densities of AGN inferred from UHZ1 and GN-z11
correctly represent the AGN population at this redshift (Fujimoto
et al. 2024). We however caution that the nature of these two

sources is poorly known. Indeed, it is highly plausible that the

observed UV luminosity has a significant contribution from

star formation rather than being powered by AGN accretion

alone. Within error bars, these observed number densities

are in accord with the “intrinsic" (i.e. dust-unattenuated)

AGN UV LF from our model. Accounting for these objects

and assuming an upper limit of 5 bh
esc = 1 would yield the

maximum AGN contribution to reionization. The results of
this model are discussed in Sec. 3.4 where we show that such a
model can be ruled out since it severely overshoots the observed
emissivity constraints at I <⇠ 6.

Article number, page 5 of 10

Dayal & uncover 
team, 2024



The “UV LF” post ALMA & JWST

Matthee+23, Maiolino+23, Harikane+23, Greene+23, Scholtz+23, Fujimoto+23, Kokorev+24, 
Kocevski+24, Akins+24

UV from 
both 

BH+stellar 
component - 

dust 
attenuated!

Dust-
attenuated 
SF galaxy 

LF

Max BH UV 
LF

Pratika Dayal et al.: UNCOVERing the contribution of black holes to reionization

Fig. 1: The rest-frame UV LF at I ⇠ 5, 7 and 10, as marked. In each panel, the long-dashed, dot-dashed and solid lines show
the dust obscured UV LF for AGN, star formation and the “total" luminosity, as marked; dotted lines show the intrinsic (i.e.
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Donnan et al. 2023; Harikane et al. 2023a; McLeod et al. 2024). At this redshift, the empty hexagons show AGN candidates (UHZ1
and GN-z11) with the number densities calculated as detailed in Fujimoto et al. (2024).

The stellar component dominates the UV at all magnitudes
at I ⇠ 10 where massive black holes have not yet been able to
assemble in significant numbers. Indeed at I ⇠ 10, the AGN UV
LF predicted by the model is a factor 15-40 lower in the case
the number densities of AGN inferred from UHZ1 and GN-z11
correctly represent the AGN population at this redshift (Fujimoto
et al. 2024). We however caution that the nature of these two

sources is poorly known. Indeed, it is highly plausible that the

observed UV luminosity has a significant contribution from

star formation rather than being powered by AGN accretion

alone. Within error bars, these observed number densities

are in accord with the “intrinsic" (i.e. dust-unattenuated)

AGN UV LF from our model. Accounting for these objects

and assuming an upper limit of 5 bh
esc = 1 would yield the

maximum AGN contribution to reionization. The results of
this model are discussed in Sec. 3.4 where we show that such a
model can be ruled out since it severely overshoots the observed
emissivity constraints at I <⇠ 6.

Article number, page 5 of 10

Dayal & uncover 
team, 2024



The reionization implications of early systems

12



Modelling reionization: evolution of volume filling fraction of ionized 
hydrogen

dQII

dt
=

dnintfesc
dz

1

nH

� QII

trec

dt

dz

Reionization and in galaxy formation in WDM 3

steps (�z = 0.05) between z = 20 and z = 4 with a mass
resolution of Mres = 108M� using the modified binary
merger tree algorithm with smooth accretion detailed in
Parkinson et al. (2008) and Benson et al. (2013). We
scale the relative abundances of the merger tree roots
to match the z = 4 Sheth-Tormen halo mass function
(HMFs; Sheth & Tormen 1999) and have verified that
these yield HMFs in good agreement with the Sheth-
Tormen HMF at all z.
We implement the merger trees with baryonic

physics including star formation, SN feedback, and the
merger/accretion/ejection driven evolution of gas and
stellar masses. Our model is based on the simple premise
that any galaxy can form stars with a maximum e�-
ciency (fej

⇤ ) that provides enough energy to expel all the
remaining gas, quenching further star formation, up to
a threshold value of f⇤ (see Dayal et al. 2014a). This
implies the e↵ective star formation e�ciency (feff

⇤ ) is
the minimum between f

ej

⇤ and f⇤. This model has two
z- and mass-independent free parameters whose values
are selected to match the evolving ultra-violet luminosity
function (UV LF): the maximum threshold star forma-
tion e�ciency (f⇤) and the fraction of SN energy that
goes into unbinding gas (fw). We implement this simple
idea proceeding forward in time from the highest merger
tree output redshift, z = 20. At any z step, the gas mass
in a galaxy is determined both by the gas mass brought in
by merging progenitors as well as that smoothly-accreted
from the IGM. A part (feff

⇤ ) of this gas forms new stellar
mass, M⇤(z), with the final gas mass depending on the
ratio of the (instantaneous) energy provided by explod-
ing SN and the potential energy of the halo. Further,
at any step the total stellar mass in a galaxy is the sum
of newly-formed stellar mass, and that brought in by its
progenitors. In this work we also explore the e↵ects of
the ultra-violet background (UVB) in photo-evaporating
gas from low-mass halos, impeding their star-formation
capabilities, and its impact on both galaxy assembly and
reionization as explained in Sec. 2.2 that follows.
For simplicity, we assume every new stellar popu-

lation to have a fixed metallicity of 0.05Z� and an
age t0 = 2Myr. Using the population synthesis
code STARBURST99 (Leitherer et al. 1999), the ini-
tial UV luminosity (at � = 1500 Å) can be calculated
as LUV (0) = 1033.077(M⇤/M�) erg s�1Å�1 and the ini-
tial output of ionizing photons can be calculated as
ṅint(0) = 1046.6255(M⇤/M�)s�1. Further, the time evo-
lution of these quantities can be expressed as

LUV (t) = LUV (0)� 1.33 log
t

t0
+ 0.462 (2)

ṅint(t) = ṅint(0)� 3.92 log
t

t0
+ 0.7. (3)

For any galaxy along the merger tree the UV luminosity
and ionizing photon output rate are the sum of the values
from the new starburst and the contribution from older
populations accounting for the drop with time.
As shown in Dayal et al. (2014a,b), our model repro-

duces the observed UV LF for all DM models (CDM and
WDM with mx = 1.5, 3 and 5 keV) at z ' 5 � 10 over
7 magnitudes in luminosity and predicts the z-evolution

of the faint end UV LF slope, in addition to reproducing
key observables including the stellar mass density (SMD)
and mass-to-light ratios using fiducial parameter values
of f⇤ = 0.038 and fw = 0.1. We maintain these fidu-
cial parameter values in all the calculations carried out
in this work.

2.2. Modelling reionization

The reionization history, expressed through the evolu-
tion of the volume filling fraction (QII) for ionized hydro-
gen (H II ), can be written as (Shapiro & Giroux 1987;
Madau et al. 1999)

dQII

dz
=

dnion

dz

1

nH

�
QII

trec

dt

dz
, (4)

where the first term on the right hand side represents the
growth of H II regions while the second term accounts
for the decrease in QII due to recombinations. Here,
dnion/dz = fescdnint/dz represents the hydrogen ion-
izing photon rate density (per comoving volume) con-
tributing to reionization, with fesc accounting for the
fraction of ionizing photons that escape out of the galac-
tic environment. Further, nH is the comoving hydrogen
number density, dt/dz = [H(z)(1 + z)]�1 and trec is the
recombination time that can be expressed as (e.g. Madau
et al. 1999)

trec =
1

�nH (1 + z)3↵B C
. (5)

Here ↵B is the hydrogen case-B recombination coe�-
cient, � = 1.08 accounts for the excess free electrons aris-
ing from singly ionized helium and C is the IGM clump-
ing factor. We use the results of Pawlik et al. (2009)
and Haardt & Madau (2012) who show that the UVB
generated by reionization can act as an e↵ective pressure
term, reducing the clumping factor with z such that

C =
< n

2
HII

>

< nHII >2
= 1 + 43 z�1.71

. (6)

While reionization is driven by the hydrogen ionizing
photons produced by early galaxies, the UVB built up
during reionization suppresses the baryonic content of
galaxies by photo-heating/evaporating gas at their out-
skirts (Klypin et al. 1999; Moore et al. 1999; Somerville
2002), suppressing further star formation and slowing
down the reionization process. In order to account for the
e↵ect of UVB feedback on ṅion, in the fiducial model, we
assume total photo-evaporation of gas from halos below
Mmin = 109M� embedded in ionized regions at any z;
we vary this limit between Mmin = 108.5�9.5M� to check
the robustness of our results. In this “maximal external
feedback” scenario, halos below Mmin in ionized regions
neither form stars nor contribute any gas in mergers. The
globally averaged ṅion can then be expressed as

ṅion(z) = fesc[QII(z)ṅII(z) + [1�QII(z)]ṅI(z)], (7)

where ṅII and ṅI account for the intrinsic hydrogen ion-
izing photon production rate density within ionized and
neutral regions respectively. While ṅI contains contri-
bution from all sources, ṅII represents the case where
sources below Mmin do not contribute to the ionizing
photon budget. At the beginning of the reionization pro-
cess the volume filled by ionized hydrogen is very small

Growth of ionized regions 
due to H ionizing photons

Decrease in ionized region 
sizes due to recombination

Measure of over-density as 
f(space,time)

Fractional volume 
filled with ionized 

hydrogen

13Shapiro & Giroux 1987; Madau et al. 1999
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to be contaminated by low-z interlopers, requiring high resolution imaging and deep spectroscopy

to distinguish LyC emitters from foreground galaxies. Finally, some works [e.g. 329] caution that

the standard LBG colour selection technique, requiring no flux blue-ward of LyC for a successful

detection, is intrinsically biased against selecting LyC emitters. Indeed, this work finds fesc '

33±7% for LyC emitting galaxies (LCGs) that drops by half, to fesc ' 16±4%, when considering

the entire LBG+LCG population.

Figure 15: A summary of observationally inferred fesc values as a function of z. The data points plotted show

observational data collected by Inoue et al. [filled circles; 312], Nestor et al. [313, violet filled squares;], Nestor et al.

[dark and light blue bars showing limits inferred for LBGs and LAEs, respectively; 314], Matthee et al. [red filled

triangle; 315], Naidu et al. [orange filled squares; 321] and Leethochawalit et al. [maroon filled square; 326]. The

downward facing arrows showing upper limits are from the work by Vasei et al. [gray; 316], Siana et al. [red; 317],

Boutsia et al. [blue; 318], Grazian et al. [orange; 319], Vanzella et al. [green; 320] and Mostardi et al. [cyan; 322].

Finally, the upward facing arrows showing lower limits are from the work by Shapley et al. [purple; 323] and Vanzella

et al. 2016, 2017 [green; 327, 328]. Although showing a large scatter, these observations broadly seem to indicate a

positive correlation of fesc with redshift.

On the theoretical front, constraining fesc requires coupling realistic renditions of ISM proper-

ties with a full radiative transfer code. The complexity of the problem has necessitated a number of

theoretical approaches: we start with semi-empirical techniques that focus on inferring fesc values

that yield the correct CMB electron scattering optical depth for a galaxy population matched to

observations. For example, it has been shown that simultaneously reproducing the high-z UV LF,

the electron scattering optical depth ⌧ ⇠ 0.08 from the WMAP 7- and WMAP 9-year data [330, 53]

and Ly↵ forest statistics requires one of the following conditions be met [331, 332, 333]: (i) the UV

LF should either be extrapolated to magnitudes as faint as MUV ⇠ �10 or �13 compared to the

current detection limits of MUV ' �17; or (ii) fesc should increase from about 4% at z ' 4 to about
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 decreasing with increasing mass i.e. low-mass galaxies driving reionization (top panel) 
results in a more homogeneous distribution of ionized regions as compared to a more biased 

distribution if high-mass galaxies (bottom panel;  increasing with increasing mass) drive the 
process (Astraeus VIII: Hutter, Trebitsch, Dayal et al. 2023).
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M. Trebitsch et al.: Modelling reionization with LzLCS fesc

Fig. 1. Left: Global ionizing photon emission rate for our fiducial model (thick red line) and for the low and high suppression models (yellow and
black thin lines, respectively), compared to the observations of Kuhlen & Faucher-Giguère (2012, crosses) Becker & Bolton (2013, squares), and
Becker et al. (2021, hexagons). Right: H i volume filling fraction for the same models, compared to observations: black hexagons for measurements
of the Lyman-↵ forest transmission from Fan et al. (2006, full symbols) and Bosman et al. (2022, open symbols); green circles for constraints on
the IGM opacity from the fraction of Lyman-↵ emitters in Lyman-break galaxy samples (Schenker et al. 2014; Ono et al. 2012; Pentericci et al.
2014; Robertson et al. 2013; Tilvi et al. 2014); purple diamonds for measurements from quasar damping wings (Mortlock et al. 2011; Schroeder
et al. 2013; Bañados et al. 2018; Ďurovčíková et al. 2020); orange diamonds for gamma-ray bursts constraints (Totani et al. 2006, 2016); and the
black squares are constraints derived from the evolution of the Lyman-↵ luminosity function by Ouchi et al. (2010); Ota et al. (2008). Some of
these points have been taken from compilation of Bouwens et al. (2015).

the range 1300� 1800 Å centred on 1550 Å, �, from the inferred
spectra. Combining � with the fesc measured from the consoli-
dated LzLCS sample, Chisholm et al. (2022) derived the follow-
ing relation including non-LCEs as upper limits:

fesc = (1.3 ± 0.6) ⇥ 10�4 ⇥ 10(�1.22±0.1)�. (2)

We adopt this relation between the LyC fesc and the UV prop-
erties of the galaxies, and proceed to connect these � slopes to the
UV luminosity of the galaxies predicted by Delphi. As our goal
is to apply this to the high-z population, we choose to adopt a
��MUV relation directly derived from high-z samples rather than
the LzLCS one: indeed, as � is strongly related to the dust con-
tent of galaxies, the resulting fesc�MUV relation will incorporate
the properties of high-z dust. While this comes at the cost of full
self-consistency, Chisholm et al. (2022) show that the LzLCS
sample follows the same � �MUV trend as at high-z. We use the
� �MUV relation of Bouwens et al. (2014, see also Finkelstein
et al. 2012; Dunlop et al. 2013), which can be written as:

� = �19.5(z) +
d�

dMUV
(MUV + 19.5), (3)

where �19.5 = �(MUV = �19.5). We fit the evolution of �19.5(z)
from Bouwens et al. (2014) with a first order polynomial, and fix
the slope to �0.125, the best-fit constant value:

� = �1.993 � 0.071(z � 6) � 0.125(MUV + 19.5). (4)

Injecting Eq. 4 in Eq. 2, we get a relation between the UV lumi-
nosity of a galaxy (from Delphi) and its fesc. At fixed MUV, fesc
increases slightly with increasing redshift: from ' 3% (12%) at
z = 6 to ' 6.5% (19%) at z = 10 for MUV = �20 (�16). We fur-
ther choose to limit the minimum value of the slope to � = �2.6,
similar to the bluest slopes observed in the LzLCS sample and
consistent with the bluest slopes found at high-z (Finkelstein
et al. 2012; Bouwens et al. 2014), corresponding to fesc ' 20%.

2.3. Reionization model

We can now compute the evolution of the volume filling fraction
of ionized hydrogen, QH ii = 1 � QH i, following the updated
“reionization equation” approach of Madau (2017, Eq. 24):

dQH ii

dt
=

ṅion

hnHi
⇣
1 +
D
LLS
⌫L

E
/
D
IGM
⌫L

E⌘ � QH ii

t̄rec
, (5)

where ṅion is the emission rate of ionizing photons into the
IGM, hnHi is the mean density of hydrogen, and t̄rec =
1/
⇥
(1 + �)hnHi↵0CR

⇤
is the e↵ective recombination timescale

in the IGM. t̄rec depends on ↵0 the case-A recombination co-
e�cient (taken at T0 = 104.3 K) and on the clumping factor
CR = 2.9 [(1 + z)/6]�1.1 from Shull et al. (2012), and � = 0.083.
Finally,

D
LLS
⌫L

E
and
D
IGM
⌫L

E
are the volume-averaged absorption

probabilities per unit length due to Lyman-limit systems and the
uniform IGM, respectively (Madau 2017, Eq. 11 and Eq. 13).

In this work, we use our Delphi runs described in Sect. 2.1
to estimate the intrinsic ionizing photon production rate of each
galaxy (Ṅ int, in photons/s) and its escape fraction fesc based on its
MUV. The total ionizing photon emission rate ṅion is then given
by the sum of the contribution coming from all haloes, weighted
by the halo mass function �(M). We account for the e↵ect of UV
radiation on galaxies in ionized regions by using our “photo-
suppressed” models for a fraction QH ii of the galaxies, and the
case without UV suppression for the remaining fraction QH i, as
in, e.g. Choudhury & Dayal (2019). Formally:

ṅion =

Z

Mvir

fesc
h
Ṅ int

UVsupQH ii + Ṅ int
noUVsupQH i

i
�(M)dM. (6)

This expression depends non-trivially on QH i, so that solving
Eq. 5 e↵ectively takes into account the radiative feedback on the
galaxy population. In practice, we solve Eq. 5 using a backward
di↵erentiation formula method with Scipy’s OdeSolver1.
1
https://scipy.org/
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Fig. 2: As a function of the stellar mass, we show the intrinsic production rate of ionizing photons (left panel) and their escape
fractions (right panel) at I ⇠ 5 � 10, as marked. In each panel, the solid and dashed lines show the results for star formation and
black holes, respectively.

that such a model can be ruled out since it severely overshoots
the observed emissivity constraints at I <⇠ 6.

3.2. The ionizing emissivity and its escape fraction from star
formation and black holes

We now discuss the intrinsic production rate of ionizing pho-
tons as a function of stellar mass from both star forming galaxies
( §=sf

int) and AGN ( §=bh
int) at I ⇠ 5 � 10, as shown in (panel a of) Fig.

2. We find that §=8=C scales with "⇤ at all I ⇠ 5 � 10 since in
our model, both the stellar mass assembly and the instantaneous
star formation rate are closely tied to the underlying halo poten-
tial. The mean relation for star formation can be described by
§=sf
int = 0.9"⇤ + X where X = (45.9, 46.3, 46.6) at I ⇠ (5, 7, 10),

respectively. The amplitude of the relation increases with red-
shift because galaxies of a given stellar mass are hosted in halos
of similar masses at all I ⇠ 5 � 10. However, halos of a given
mass correspond to deeper potentials with increasing redshift
which result in an increase in the star formation rate and there-
fore an increase in the production rate of ionizing photons. The
behaviour of AGN is more mass-dependent (see e.g. Dayal et al.
2020): for example, at I ⇠ 5, §=bh

int essentially scales with the stel-
lar mass for "⇤ ⇠ 108�10M� galaxies, thereafter flattening out
to "⇤ ⇠ 1012M� - this is driven by the fact that although high
mass galaxies have an availability of gas, the black hole can only
accrete the minimum between 10% of the gas mass and 100% of
the Eddington limit as discussed in Sec. 2. At I ⇠ 5, §=bh

int exceeds
§=sf
int for "⇤ >⇠ 109.2�11.4M� galaxies. Indeed, for "⇤ ⇠ 1010M�

systems, black holes produce about 5 times as many ionizing
photons ( §=bh

int ⇠ 1055.8s�1) as star formation. The same qualita-
tive behaviour persists at I ⇠ 7 where black holes contribute
roughly equally as star formation to the ionizing photon produc-
tion rate for "⇤ ⇠ 1010�11M� galaxies which is of the order of
§=bh
int ⇠ 1055�56s�1. At I ⇠ 10, however, massive enough black

holes have not had time to assemble, as a result of which the
stellar component dominates the ionizing photon production rate
for all stellar masses.

We then discuss the trend of the escape fraction of ionizing
photons from star formation and AGN as shown in (panel b) of
the same figure. Given its direct dependence on the dust mass
that increases with "⇤, 5 sf

esc too decreases with an increase in the
stellar mass. For example, at I ⇠ 5 5 sf

esc decreases from about 16%
for "⇤ ⇠ 107M� to ⇠ 0.6% for "⇤ ⇠ 1012M�. For a given stellar

mass, the slight decrease in the dust attenuation with increasing
redshift results in a mild increase of 5 sf

esc with I - for example,
5 sf
esc increases from 2.5% to 5% for "⇤ ⇠ 109M� between I ⇠ 5

and 10. As for AGN, black holes in galaxies with "⇤ <⇠ 108.5M�
show 5 bh

esc
>⇠ 80% given their low Eddington accretion rates. We

find 5 bh
esc to show a steep drop for more massive systems due to

an increase in both the Eddington accretion rate and metallicity
which drive up the dust optical depth. For example, by "⇤ ⇠
1010M�, 5 bh

esc drops to about 15% at I ⇠ 5�7. We caution that this
simple phenomenological model assumes spherical symmetry in
calculating the escape fraction of ionizing photons from both
star formation and AGN - in principle, however, there might be
(dusty) dust-free lines of sight that would result in much (lower)
higher escape fractions.

3.3. Validating the model against reionization observables

We now validate the model results against the two key reion-
ization observables - the electron scattering optical depth (g4B)
and &� � - whose results are shown in Fig. 3. The model agree-
ment with the early star forming galaxy population and 5 sf

esc
values that scale inversely with both stellar mass and redshift
result in a g4B value in good agreement with the central value
inferred from Planck Collaboration et al. (2020) data as seen
from (the left panel of) Fig. 3; this result was expected based
on our previous works that have used the ������ model for reion-
ization, (Dayal et al. 2020; Trebitsch et al. 2023). Given their
larger number densities and higher 5 sf

esc values, we find low-mass
("⇤ <⇠ 109M�) star forming galaxies to be the key drivers of the
reionization process, with higher mass galaxies having a neg-
ligible contribution. We also find that black holes in high-mass
galaxies ("⇤ >⇠ 109M�) dominate the AGN contribution to reion-
ization.

As seen from (the right panel of) the same figure, the con-
tribution from both star formation and AGN result in a red-
shift evolution of &II that is in good agreement with a number
of observational results within error bars (e.g. Fan et al. 2006;
Davies et al. 2018; Yang et al. 2020b; Jung et al. 2020; Lu et al.
2020; Bosman et al. 2022; Gaikwad et al. 2023; Nakane et al.
2024); readers are also referred to (Fontanot et al. 2023) for

a tabulated compilation. In this fiducial model, reionization
reaches its mid-point at I ⇠ 6.9 and is over by Ireio ⇠ 5.9. Low-
mass ("⇤ <⇠ 109M�) star forming galaxies are the key drivers of
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Fig. 2: As a function of the stellar mass, we show the intrinsic production rate of ionizing photons (left panel) and their escape
fractions (right panel) at I ⇠ 5 � 10, as marked. In each panel, the solid and dashed lines show the results for star formation and
black holes, respectively.

that such a model can be ruled out since it severely overshoots
the observed emissivity constraints at I <⇠ 6.

3.2. The ionizing emissivity and its escape fraction from star
formation and black holes

We now discuss the intrinsic production rate of ionizing pho-
tons as a function of stellar mass from both star forming galaxies
( §=sf

int) and AGN ( §=bh
int) at I ⇠ 5 � 10, as shown in (panel a of) Fig.

2. We find that §=8=C scales with "⇤ at all I ⇠ 5 � 10 since in
our model, both the stellar mass assembly and the instantaneous
star formation rate are closely tied to the underlying halo poten-
tial. The mean relation for star formation can be described by
§=sf
int = 0.9"⇤ + X where X = (45.9, 46.3, 46.6) at I ⇠ (5, 7, 10),

respectively. The amplitude of the relation increases with red-
shift because galaxies of a given stellar mass are hosted in halos
of similar masses at all I ⇠ 5 � 10. However, halos of a given
mass correspond to deeper potentials with increasing redshift
which result in an increase in the star formation rate and there-
fore an increase in the production rate of ionizing photons. The
behaviour of AGN is more mass-dependent (see e.g. Dayal et al.
2020): for example, at I ⇠ 5, §=bh

int essentially scales with the stel-
lar mass for "⇤ ⇠ 108�10M� galaxies, thereafter flattening out
to "⇤ ⇠ 1012M� - this is driven by the fact that although high
mass galaxies have an availability of gas, the black hole can only
accrete the minimum between 10% of the gas mass and 100% of
the Eddington limit as discussed in Sec. 2. At I ⇠ 5, §=bh

int exceeds
§=sf
int for "⇤ >⇠ 109.2�11.4M� galaxies. Indeed, for "⇤ ⇠ 1010M�

systems, black holes produce about 5 times as many ionizing
photons ( §=bh

int ⇠ 1055.8s�1) as star formation. The same qualita-
tive behaviour persists at I ⇠ 7 where black holes contribute
roughly equally as star formation to the ionizing photon produc-
tion rate for "⇤ ⇠ 1010�11M� galaxies which is of the order of
§=bh
int ⇠ 1055�56s�1. At I ⇠ 10, however, massive enough black

holes have not had time to assemble, as a result of which the
stellar component dominates the ionizing photon production rate
for all stellar masses.

We then discuss the trend of the escape fraction of ionizing
photons from star formation and AGN as shown in (panel b) of
the same figure. Given its direct dependence on the dust mass
that increases with "⇤, 5 sf

esc too decreases with an increase in the
stellar mass. For example, at I ⇠ 5 5 sf

esc decreases from about 16%
for "⇤ ⇠ 107M� to ⇠ 0.6% for "⇤ ⇠ 1012M�. For a given stellar

mass, the slight decrease in the dust attenuation with increasing
redshift results in a mild increase of 5 sf

esc with I - for example,
5 sf
esc increases from 2.5% to 5% for "⇤ ⇠ 109M� between I ⇠ 5

and 10. As for AGN, black holes in galaxies with "⇤ <⇠ 108.5M�
show 5 bh

esc
>⇠ 80% given their low Eddington accretion rates. We

find 5 bh
esc to show a steep drop for more massive systems due to

an increase in both the Eddington accretion rate and metallicity
which drive up the dust optical depth. For example, by "⇤ ⇠
1010M�, 5 bh

esc drops to about 15% at I ⇠ 5�7. We caution that this
simple phenomenological model assumes spherical symmetry in
calculating the escape fraction of ionizing photons from both
star formation and AGN - in principle, however, there might be
(dusty) dust-free lines of sight that would result in much (lower)
higher escape fractions.

3.3. Validating the model against reionization observables

We now validate the model results against the two key reion-
ization observables - the electron scattering optical depth (g4B)
and &� � - whose results are shown in Fig. 3. The model agree-
ment with the early star forming galaxy population and 5 sf

esc
values that scale inversely with both stellar mass and redshift
result in a g4B value in good agreement with the central value
inferred from Planck Collaboration et al. (2020) data as seen
from (the left panel of) Fig. 3; this result was expected based
on our previous works that have used the ������ model for reion-
ization, (Dayal et al. 2020; Trebitsch et al. 2023). Given their
larger number densities and higher 5 sf

esc values, we find low-mass
("⇤ <⇠ 109M�) star forming galaxies to be the key drivers of the
reionization process, with higher mass galaxies having a neg-
ligible contribution. We also find that black holes in high-mass
galaxies ("⇤ >⇠ 109M�) dominate the AGN contribution to reion-
ization.

As seen from (the right panel of) the same figure, the con-
tribution from both star formation and AGN result in a red-
shift evolution of &II that is in good agreement with a number
of observational results within error bars (e.g. Fan et al. 2006;
Davies et al. 2018; Yang et al. 2020b; Jung et al. 2020; Lu et al.
2020; Bosman et al. 2022; Gaikwad et al. 2023; Nakane et al.
2024); readers are also referred to (Fontanot et al. 2023) for

a tabulated compilation. In this fiducial model, reionization
reaches its mid-point at I ⇠ 6.9 and is over by Ireio ⇠ 5.9. Low-
mass ("⇤ <⇠ 109M�) star forming galaxies are the key drivers of
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Escape fractions of ionizing photons decrease with increasing mass for both str forming 
galaxies and black holes. While  typically shows values less than 20%,  can have 

values as high as a 100% for low-mass systems, decreasing to about 20% for stellar masses 
larger than . 
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Fig. 3: The redshift evolution of the electron scattering optical depth (left panel) and the volume filling fraction of ionizied hydrogen
(right panel). We show the volume filling fraction weighted values from both star forming galaxies and AGN as well as the contribution
deconstructed into galaxies with stellar masses above and below 109M� , as marked. In the left panel, the dot-dashed horizontal line
and the shaded region show the electron scattering optical depth and its associated error bars from Planck Collaboration et al. (2020).
In the right panel, points show compilations of &II results from a number of works (Fan et al. 2006; Davies et al. 2018; Yang et al.
2020a; Jung et al. 2020; Lu et al. 2020; Bosman et al. 2022; Gaikwad et al. 2023).

Fig. 4: The redshift evolution of the “escaping" rate of ionizing photons from star forming galaxies and AGN weighted over the
volume filling fraction to account for the effects of reionization feedback (Eqn. 5). We also show the total contribution deconstructed
into sources with stellar masses above and below 109M� , as marked. Points show the observational results from Becker & Bolton
(2013, empty circles), Bouwens et al. (2015, filled squares), Becker et al. (2021, filled circles) and Gaikwad et al. (2023, filled
triangles). The vertical short-dashed (long-dashed) line shows the redshift at which the IGM is half (fully) ionized i.e. &II = 0.5 (1),
as marked.

Bosman et al. 2022; Gaikwad et al. 2023). In this fiducial model,387
reionization reaches its mid-point at I ⇠ 6.9 and is over by388
IA48> ⇠ 5.9. Low-mass ("⇤ <⇠ 109M�) star forming galaxies are389
the key drivers of reionization for the bulk of its history (dis-390
cussed further in Sec. 3.4). Indeed, while a scenario ignoring391
AGN shows no sensible effect on the progress of reionization392
down to I ⇠ 7, the end of the process is delayed to I ⇠ 5 (i.e. by393
about 200 Myrs). In an AGN-only scenario, on the other hand,394
the redshift evolution of &II is naturally delayed, with the mid-395
point of reionization being reached at I ⇠ 6. However, driven396
by an increase in both the number densities and masses of black397
holes at I <⇠ 6, reionization proceeds at an accelarated rate in398
this scenario and is over by I ⇠ 5.2, driven mostly by AGN in399
high-mass ("⇤ >⇠ 109M�) galaxies. This scenario, however, can400
be ruled out given it generates too low a value of g4B = 0.032 (as401
compared to the observed value of 0.054) and is in tension with402

a number of inferred constraints on &II at I >⇠ 7, as seen from the 403
same figure. 404

3.4. The key sources of reionization 405

We now discuss the relative contribution of star forming galaxies 406
and AGN to the reionization process accounting for its feedback 407
(Eqn. 5) as shown in Fig. 4. As noted above, in our fiducial 408
model, the mid-point of reionization occurs at I ⇠ 6.9 with 409
reionization being over by I ⇠ 5.9. Star formation in low-mass 410
galaxies (with "⇤ <⇠ 109M�) is the key driver of the reionization 411
process, providing > 80% of ionizing photons at any redshift 412
between I ⇠ 7.1 � 20. As reionization proceeds and the volume 413
filling fraction exceeds 50% at I ⇠ 6.9, the gas masses and star 414
formation rates of such sources are increasingly suppressed by 415
UV feedback. This results in §=8>= turning over at I <⇠ 7 and drop- 416
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• Escaping emissivity dominated by low-mass ( ) star forming galaxies down to z~7. 

• AGN overtake the contribution from star formation at z~6.2 when reionization is 80% complete. 

• AGN contribute at most 25% to the entire reionization process.

M* ≤ 109M⊙

Dayal+UNCOVER team, 2024; Atek (incl. PD) et al. 2024; also e.g. Finlator et al. 2011, Gnedin 
2014, Wise et al. 2014, Robertson et al. 2015, Madau 2017,  Trebitsch et al. 2022; although 

see Giallongo et al. 2015, 2019,  Madau & Haardt 2015, Chardin et al. 2015, Madau et al. 2024
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⌦CIV values obtained in any of the feedback or DM models
considered in this work, our results imply that it is the IGM
metal enrichment at z >

⇠ 5.5 that will help shed light on the
nature of DM.

We note that our calculations have involved a number
of simplifications which are now summarized: (i) all met-
als are assumed to be perfectly mixed with gas; (ii) at any
z we assume all galaxies to have a fixed gas metallicity of
Zgas = 0.2Z� - while this is, most likely, an over-estimation
for the highest redshifts (and lowest halo mass), it likely
under-estimates the metallicity for the highest halo masses
at low-z; (iii) we use a halo mass independent CIV/C ra-
tio to which the CIV density is sensitive; (iv) we have only
considered Carbon yields from SNII, neglecting the contri-
bution from AGB stars that would have a significant impact,
especially at z <

⇠ 5 at which the metal mass would be un-
derestimated; and (v) while metals should be concentrated
in over-dense regions, we assume them to be homogeneously
distributed over the IGM in order to infer the ⌦CIV value.
However, accounting for these e↵ects will require modelling
both the metal enrichment of the ISM and the IGM which
is outside of the scope of this paper and is deferred to future
works.

5 CONCLUSIONS AND DISCUSSION

This work focuses on studying the metal enrichment of the
IGM in cold and warm dark matter (1.5 keV) cosmologies
using Delphi - a semi-analytic model (Dayal et al. 2014a,b,
2017a,b) that jointly tracks the DM and baryonic assem-
bly of high-redshift (z >

⇠ 4) galaxies. This work is motivated
by the fact that, compared to CDM, 1.5 keV WDM has a
significant fraction ( >

⇠ 95%) of bound DM mass missing in
low mass (Mh

<

⇠ 109.5M�) at any cosmic epoch - this loss of
shallow potential wells, expected to be the key IGM metal-
polluters, would naturally result in a delayed and lower
metal enrichment in 1.5 keVWDMwhen compared to CDM.
In addition to the fiducial (SNII feedback only) model, we
explore three “maximal” scenarios for reionization feedback
by completely suppressing the gas mass, and hence star for-
mation capabilities, in all halos below (i) Mh = 109M�; (ii)
vcirc = 30 km s�1; and (iii) vcirc = 50 km s�1. The model
uses two mass- and z-independent free parameters - the
fraction of SNII energy coupling to the gas (fw) and the
instantaneous star formation e�ciency (f⇤) to capture the
key physics driving early galaxies. These are calibrated to
the observed UV LF at z ' 5 � 10 yielding fw = 10% and
f⇤ = 3.5% for the fiducial model and we use the same pa-
rameter values for all models.

We find that while the latest LBG UV LFs (Bouwens
et al. 2016a; Livermore et al. 2017) are consistent with both
the CDM and 1.5 keV fiducial (SNII feedback only) mod-
els, they allow ruling out maximal UV feedback suppression
below vcirc = 50 km s�1 for CDM and all maximal UV feed-
back models for 1.5 keVWDM. However, given that it is only
measured for massive MUV

<

⇠ � 18 galaxies, as of now, all
models are compatible with the SMD - as noted in previous
works, the SMD will have to be measured down to magni-

tudes as faint as MUV = �16.5, with e.g. the JWST, to be
able to distinguish between CDM and 1.5 keV WDM (e.g.
Dayal et al. 2014a). In terms of the total ejected gas mass
density, we find that while galaxies fainter than MUV

>

⇠ �15
contribute most (⇠ 55%) to this quantity in CDM, the trend
reverses with MUV

<

⇠ � 15 galaxies dominating in 1.5 keV
WDM. A natural consequence is MUV

>

⇠ �15 (MUV ⇠ �15)
galaxies being the key IGM metal polluters in CDM (1.5 keV
WDM), contributing ⇠ 50% (80%) to the total IGM metal
budget at z ' 4.5.

We end by noting that current constraints on the IGM
metal budget, obtained through measurements of ⌦CIV al-
low the following constraints: while, within its 1 � � error
bars, the Dı́az et al. (2016) point is consistent with both the
fiducial and maximal reionization feedback (suppressing all
halos below vcirc = 30 km s�1) models for both CDM and
1.5 keV WDM, the Simcoe (2011) point rules out all mod-
els except fiducial CDM and 3 keV at > 2 � �. Our results
therefore imply that, combining the two di↵erent data sets
provided by the evolving UV LF and IGM metal density
(Simcoe 2011), we can e↵ectively rule out all models other
than fiducial CDM; a combination of the UV LF and the
Dı́az et al. (2016) points provides a weaker constraint, al-
lowing both fiducial CDM and 1.5 keV WDM models, as
well as CDM and complete UV suppression of all halos with
vcirc <

⇠ 30 km s�1. Tightening the error bars on ⌦CIV, future
observations could therefore well allow ruling out WDM as
light as 1.5 keV.
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⌦CIV values obtained in any of the feedback or DM models
considered in this work, our results imply that it is the IGM
metal enrichment at z >

⇠ 5.5 that will help shed light on the
nature of DM.

We note that our calculations have involved a number
of simplifications which are now summarized: (i) all met-
als are assumed to be perfectly mixed with gas; (ii) at any
z we assume all galaxies to have a fixed gas metallicity of
Zgas = 0.2Z� - while this is, most likely, an over-estimation
for the highest redshifts (and lowest halo mass), it likely
under-estimates the metallicity for the highest halo masses
at low-z; (iii) we use a halo mass independent CIV/C ra-
tio to which the CIV density is sensitive; (iv) we have only
considered Carbon yields from SNII, neglecting the contri-
bution from AGB stars that would have a significant impact,
especially at z <

⇠ 5 at which the metal mass would be un-
derestimated; and (v) while metals should be concentrated
in over-dense regions, we assume them to be homogeneously
distributed over the IGM in order to infer the ⌦CIV value.
However, accounting for these e↵ects will require modelling
both the metal enrichment of the ISM and the IGM which
is outside of the scope of this paper and is deferred to future
works.

5 CONCLUSIONS AND DISCUSSION

This work focuses on studying the metal enrichment of the
IGM in cold and warm dark matter (1.5 keV) cosmologies
using Delphi - a semi-analytic model (Dayal et al. 2014a,b,
2017a,b) that jointly tracks the DM and baryonic assem-
bly of high-redshift (z >

⇠ 4) galaxies. This work is motivated
by the fact that, compared to CDM, 1.5 keV WDM has a
significant fraction ( >

⇠ 95%) of bound DM mass missing in
low mass (Mh

<

⇠ 109.5M�) at any cosmic epoch - this loss of
shallow potential wells, expected to be the key IGM metal-
polluters, would naturally result in a delayed and lower
metal enrichment in 1.5 keVWDMwhen compared to CDM.
In addition to the fiducial (SNII feedback only) model, we
explore three “maximal” scenarios for reionization feedback
by completely suppressing the gas mass, and hence star for-
mation capabilities, in all halos below (i) Mh = 109M�; (ii)
vcirc = 30 km s�1; and (iii) vcirc = 50 km s�1. The model
uses two mass- and z-independent free parameters - the
fraction of SNII energy coupling to the gas (fw) and the
instantaneous star formation e�ciency (f⇤) to capture the
key physics driving early galaxies. These are calibrated to
the observed UV LF at z ' 5 � 10 yielding fw = 10% and
f⇤ = 3.5% for the fiducial model and we use the same pa-
rameter values for all models.

We find that while the latest LBG UV LFs (Bouwens
et al. 2016a; Livermore et al. 2017) are consistent with both
the CDM and 1.5 keV fiducial (SNII feedback only) mod-
els, they allow ruling out maximal UV feedback suppression
below vcirc = 50 km s�1 for CDM and all maximal UV feed-
back models for 1.5 keVWDM. However, given that it is only
measured for massive MUV

<

⇠ � 18 galaxies, as of now, all
models are compatible with the SMD - as noted in previous
works, the SMD will have to be measured down to magni-

tudes as faint as MUV = �16.5, with e.g. the JWST, to be
able to distinguish between CDM and 1.5 keV WDM (e.g.
Dayal et al. 2014a). In terms of the total ejected gas mass
density, we find that while galaxies fainter than MUV

>

⇠ �15
contribute most (⇠ 55%) to this quantity in CDM, the trend
reverses with MUV

<

⇠ � 15 galaxies dominating in 1.5 keV
WDM. A natural consequence is MUV

>

⇠ �15 (MUV ⇠ �15)
galaxies being the key IGM metal polluters in CDM (1.5 keV
WDM), contributing ⇠ 50% (80%) to the total IGM metal
budget at z ' 4.5.

We end by noting that current constraints on the IGM
metal budget, obtained through measurements of ⌦CIV al-
low the following constraints: while, within its 1 � � error
bars, the Dı́az et al. (2016) point is consistent with both the
fiducial and maximal reionization feedback (suppressing all
halos below vcirc = 30 km s�1) models for both CDM and
1.5 keV WDM, the Simcoe (2011) point rules out all mod-
els except fiducial CDM and 3 keV at > 2 � �. Our results
therefore imply that, combining the two di↵erent data sets
provided by the evolving UV LF and IGM metal density
(Simcoe 2011), we can e↵ectively rule out all models other
than fiducial CDM; a combination of the UV LF and the
Dı́az et al. (2016) points provides a weaker constraint, al-
lowing both fiducial CDM and 1.5 keV WDM models, as
well as CDM and complete UV suppression of all halos with
vcirc <

⇠ 30 km s�1. Tightening the error bars on ⌦CIV, future
observations could therefore well allow ruling out WDM as
light as 1.5 keV.
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Implies a larger probability for clustered galaxies to be preferentially visible in Lyman Alpha (e.g. 
Castellano, PD et al. 2016; Endsley & Stark 2021; Leonova et al. 2021; Castellano et al. 2022; 

Tilvi et al. 2022). A larger number of “field” LAEs appear as reionization proceeds.

Castellano 
et al. 2016
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The visibility of galaxies as LAEs

The visibility and luminosity of Lyman Alpha Emitting galaxies crucially depends on  (that 
determines reionization topology and impact of reionization feedback).

fesc

Astraeus VIII: Hutter, Trebitsch, Dayal et al., 2023

18 Hutter et al.

Figure 6. Neutral hydrogen fraction fields at I = 8.0 (left), I = 7.0 (centre), and I = 6.6 (right) for the ����� (top) and ����� models (bottom). We show a
1.6⌘�1cMpc-thick (5 cells) slice through the centre of the simulation box. The blue color scale depicts the volume-averaged value of the neutral fraction in each
cell. Red stars show the location of LAEs, with their sizes and colour scale encoding the observed LyU luminosity along the I-direction.

Figure 7. 2D probability distribution in jHI and overdensity for all simulation cells (grey) and galaxies with !U � 1042erg s�1 (green), !U � 1042.5erg s�1

(blue), and !U � 1043erg s�1 (red) in the Porous model. The top (bottom) row shows results for the reionisation scenario where 5esc decreases (increases) with
halo mass "⌘ .

MNRAS 000, 1–25 (2022)

18 Hutter et al.

Figure 6. Neutral hydrogen fraction fields at I = 8.0 (left), I = 7.0 (centre), and I = 6.6 (right) for the ����� (top) and ����� models (bottom). We show a
1.6⌘�1cMpc-thick (5 cells) slice through the centre of the simulation box. The blue color scale depicts the volume-averaged value of the neutral fraction in each
cell. Red stars show the location of LAEs, with their sizes and colour scale encoding the observed LyU luminosity along the I-direction.

Figure 7. 2D probability distribution in jHI and overdensity for all simulation cells (grey) and galaxies with !U � 1042erg s�1 (green), !U � 1042.5erg s�1

(blue), and !U � 1043erg s�1 (red) in the Porous model. The top (bottom) row shows results for the reionisation scenario where 5esc decreases (increases) with
halo mass "⌘ .

MNRAS 000, 1–25 (2022)



21

The visibility of galaxies as LAEs

The visibility and luminosity of Lyman Alpha Emitting galaxies crucially depends on  (that 
determines reionization topology and impact of reionization feedback).

fesc

Astraeus VIII: Hutter, Trebitsch, Dayal et al., 2023

18 Hutter et al.

Figure 6. Neutral hydrogen fraction fields at I = 8.0 (left), I = 7.0 (centre), and I = 6.6 (right) for the ����� (top) and ����� models (bottom). We show a
1.6⌘�1cMpc-thick (5 cells) slice through the centre of the simulation box. The blue color scale depicts the volume-averaged value of the neutral fraction in each
cell. Red stars show the location of LAEs, with their sizes and colour scale encoding the observed LyU luminosity along the I-direction.

Figure 7. 2D probability distribution in jHI and overdensity for all simulation cells (grey) and galaxies with !U � 1042erg s�1 (green), !U � 1042.5erg s�1

(blue), and !U � 1043erg s�1 (red) in the Porous model. The top (bottom) row shows results for the reionisation scenario where 5esc decreases (increases) with
halo mass "⌘ .

MNRAS 000, 1–25 (2022)

18 Hutter et al.

Figure 6. Neutral hydrogen fraction fields at I = 8.0 (left), I = 7.0 (centre), and I = 6.6 (right) for the ����� (top) and ����� models (bottom). We show a
1.6⌘�1cMpc-thick (5 cells) slice through the centre of the simulation box. The blue color scale depicts the volume-averaged value of the neutral fraction in each
cell. Red stars show the location of LAEs, with their sizes and colour scale encoding the observed LyU luminosity along the I-direction.

Figure 7. 2D probability distribution in jHI and overdensity for all simulation cells (grey) and galaxies with !U � 1042erg s�1 (green), !U � 1042.5erg s�1

(blue), and !U � 1043erg s�1 (red) in the Porous model. The top (bottom) row shows results for the reionisation scenario where 5esc decreases (increases) with
halo mass "⌘ .

MNRAS 000, 1–25 (2022)



22

Witnessing the onset of reionization via Ly  emission at z~13α2
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Fig. 1 | NIRCam and NIRSpec/PRISM observations of JADES-GS-z13-1-LA. a, Two-dimensional SNR map of the PRISM spectrum (not used for extraction
of the one-dimensional spectrum; see Methods for details). b, One-dimensional sigma-clipped PRISM spectrum (uncorrected for additional path losses; Methods)
and photometric measurements (slightly offset in wavelength for visualisation) according to the legend in the bottom right. Synthetic photometry is obtained by
convolving the spectrum with the filter transmission curves shown at the bottom. Shading and error bars represent 1f uncertainty. c, Zoom-in on the emission
line at 1.7 �m, which falls precisely in between the F162M and F182M medium-band filters. d, False-colour image of JADES-GS-z13-1-LA constructed by
stacking NIRCam filters for each colour channel as annotated. The placement of the NIRSpec micro-shutters, nearly identical across the two visits, are shown
in grey, as is the circular 0.300-diameter extraction aperture for the CIRC2 photometry. A physical scale of 1 kpc (0.2800 at I = 13.05) is indicated.

duces a substantial number of ionising Lyman-continuum (LyC)
photons as quantified by the production efficiency, for which we
find a robust lower limit of bion & 1025.1 Hz erg�1 (Methods). While
already close to the canonical value required for star-forming galax-
ies to complete reionisation26, this value increases considerably if
any Ly↵ photons are absorbed within the galaxy or scattered out of
our line of sight in the IGM. This should be a major effect at I = 13
as the Universe is still highly neutral7,19, even if a local ionised ‘bub-
ble’ around the galaxy facilitates the transmission of Ly↵ photons11.
Note that while photon diffusion via resonant scattering off neutral
gas in the IGM is predicted to result in extended Ly↵ halos around
galaxies before reionisation27, such diffuse emission cannot explain
the observed line properties. From non-detections in our medium-
resolution spectra, although less sensitive than the PRISM, we do
however infer the line is likely broadened spectrally (Methods).

Fitting a variety of standard stellar population synthesis (SPS)
models to the observed spectral energy distribution (SED) of JADES-
GS-z13-1-LA yields a young (10-20 Myr) and metal-poor (< 2%
Solar) stellar population, with little to no dust obscuration (Supple-
mentary information). However, commonly used SED fitting codes
do not have the capability to model the peculiar coexistence of Ly↵
emission together with a smooth spectral turnover. To better under-
stand its origin in JADES-GS-z13-1-LA, we therefore performed
detailed spectral modelling where we take into account potential
absorption by DLA absorbers, transmission through a neutral, mean-
density IGM with a local ionised bubble, and instrumental effects
such as path losses and the line spread function (LSF). For our fidu-

cial model, we opt for a power-law continuum that offers the flexibility
to recreate the steep UV slope, which from the NIRCam and NIR-
Spec data we consistently measure to be VUV . �2.7 (Methods).
However, we also considered the inclusion of nebular continuum,
since the two-photon (2W) continuum in lower-redshift galaxies has
been suggested28,29 as the potential origin of a UV turnover and Ly↵
emission qualitatively similar to JADES-GS-z13-1-LA. Best-fitting
models with a pure power-law and 2W continuum are shown in Fig. 2.

Regardless of the choice of continuum, our model indicates that
across a range of reasonable emergent Ly↵ profiles, approximately
5-10% of flux may be transmitted through the IGM, implying an
intrinsic Ly↵ luminosity of !Ly↵ ⇡ 2⇥ 1043 erg s�1. Here, we allow
for a non-zero LyC escape fraction causing a local ionised bub-
ble with radius 'ion ⇡ 0.2 physical Mpc (pMpc) to form within
an otherwise neutral IGM, without which the required luminosity
would triple, a scenario disfavoured by the non-detection in the
MIRI/F770W filter containing H� (Methods). Still, we find the mod-
els consistently require bion ⇡ 1026.5 Hz erg�1, either to create the
transmission-enhancing bubble or boost the intrinsic luminosity. For
any appreciable IGM transmission, the observed Ly↵ peak should
fall substantially redwards (�ELy↵, obs & 500 km s�1) of the systemic
redshift 22,30, which we therefore infer to be Isys = 13.01+0.02

�0.01.
For standard stellar models, the remarkably high bion is unten-

able31,32 under common initial mass functions (IMFs). Since bion
is directly sensitive to the hottest stars, its extreme value may be as-
cribed to an extension of the IMF to very massive stars33,34. The

Ly  detected at z~13 using JWST 
(Witstok et al. 2024).

α

Explanations include massive, 
hot stars or an AGN

Could also hint at 
early over-density

also Jones et al. 2023; Jung et al. 2023; Nakane et al. 2023; Napolitano et al. 
2024; Saxena et al. 2023b,a; Tang et al. 2023; Witten et al. 2023 
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a. Edge-on disc with ionisation cone b. Inhomogeneous ISM

i. AGN
ii. Massive stars

To observer

Neutral IGM
Ionised 
bubble

<35 pc

Fig. 3 | Schematic of production, escape, and absorption of Ly↵ in JADES-GS-z13-1-LA. Ly↵ emission is indicated in pink, whereas dark blue shows H �
gas. We identify two potential explanations each for the source of emission (i and ii) and modes of Ly↵ modulation (a and b). An extended disc of neutral gas
seen in edge-on orientation (a) may cause DLA absorption of the continuum source, while an ionisation cone perpendicular to the disc plane allows Ly↵ photons
to escape. Under this escape mechanism, the source of the Ly↵ emission may be interchanged from an AGN (i) to a nuclear starburst (ii). Alternatively, if neutral
gas in the ISM is inhomogeneously distributed (b), resonant scattering could allow Ly↵ to diffuse outwards while the central source remains obscured by H �
gas, as seen in local, compact star-forming galaxies (see text for details).

it has been interpreted as a sign of ISM inhomogeneity45, but also
in the case of AGN46.

Indeed, an accreting supermassive black hole (SMBH) may offer
a comprehensive alternative explanation for the observed proper-
ties of JADES-GS-z13-1-LA. Effectively unresolved by NIRCam,
its half-light radius of . 35 pc (Methods) is smaller than most
I > 10 galaxies3,5,22,23. AGN have been observed47 to reach UV
slopes significantly steeper than the standard thin-disc model48 with
VUV = 7/3 ⇡ �2.33, as expected for a truncated accretion disc.
They are also found49 to have high LyC escape fractions, and the
broad Ly↵ line could be linked to AGN-driven outflows or a broad
line region. Constraints on the currently undetected He �� and other
UV lines (Methods) are consistent with model predictions for metal-
poor AGN40, altogether rendering JADES-GS-z13-1-LA a viable
candidate.

Whether the Ly↵ emission of JADES-GS-z13-1-LA originates in
stars or a SMBH, it reveals the rather extreme character of one of
the earliest galaxies known, despite having been found in a modest
survey area16 probing a comoving volume of 50 000 Mpc3 between
I = 11 and I = 15. At just 330 Myr after the Big Bang, the likely
presence of a reionised region around this relatively UV-faint source
readily constrains the timeline of cosmic reionisation, favouring an
early and gradual process driven (initially) by low-mass galaxies50.
Furthermore, it provides tangible evidence for the Wouthuysen-Field
coupling of the spin temperature of neutral hydrogen to that of the
gas via the emission of Ly↵ photons, the global evolution of which

is anticipated to be uncovered soon by H � 21 cm experiments51 to
provide a complementary view of Cosmic Dawn.

References
1. Dayal P., Ferrara A., 2018. Early galaxy formation and its large-
scale effects, Phys. Rep., 780, 1
2. Robertson B. E., 2022. Galaxy Formation and Reionization:
Key Unknowns and Expected Breakthroughs by the James Webb
Space Telescope, ARA&A, 60, 121
3. Curtis-Lake E., et al., 2023. Spectroscopic confirmation of four
metal-poor galaxies at z = 10.3-13.2, Nature Astronomy, 7, 622
4. Arrabal Haro P., et al., 2023. Confirmation and refutation of
very luminous galaxies in the early Universe, Nature, 622, 707
5. Carniani S., et al., 2024. Spectroscopic confirmation of two
luminous galaxies at a redshift of 14, Nature, 633, 318
6. D’Eugenio F., et al., 2024. JADES: Carbon enrichment 350 Myr
after the Big Bang, A&A, 689, A152
7. Hsiao T. Y.-Y., et al., 2024. JWST NIRSpec Spectroscopy of the
Triply Lensed z = 10.17 Galaxy MACS0647–JD, ApJ, 973, 8
8. Heintz K. E., et al., 2024. Strong damped Lyman-U absorption
in young star-forming galaxies at redshifts 9 to 11, Science, 384,
890
9. Hainline K. N., et al., 2024. Searching for Emission Lines at
z > 11: The Role of Damped LyU and Hints About the Escape of
Ionizing Photons, ApJ, 976, 160



Cross-correlating 21cm data with (Lyman Alpha emitting and black hole) galaxy data 
will yield information on reionization state & topology.

The future: correlating 21cm and galaxies to constrain reionization

21cm emission from 
neutral hydrogen
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The emerging picture

• JWST is finding an over-abundance of bright  systems at z>11. Multiple explanations 
including evolution in dust, IMF, star formation efficiency, (perhaps evolution of HMF, Dark 
Energy, Primordial Magnetic Fields..) 

• Dust determines the bright end of the star forming galaxies UV LF for galaxies brighter 
than  z<10. Impact of dust decreases with increasing redshift. 

• JWST is yielding a sample of numerous and obese BHs as early as z~10 that pose a 
challenge for theoretical models. 

• For reionization, emerging picture is one where low-mass galaxies (  in stellar 
mass) are key reionization drivers, providing ~75% of the total photon budget.  

• AGN only important in the end stages of reionziation (z<6) and can provide at most 25% 
of the total ionizing photons by z~4.  

• LAEs are a critical probe of the patchiness and progress of reionization. JWST unveiling 
LAEs at redshifts as high as z~13, shedding light on earliest reionization stages. 

MUV ∼ − 21

< 109M⊙


