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Introduction and motivation of the project

Identification of different regions of low-z galaxies which are 
leaking LyC photons by performing a 2D spatially-resolved 
analysis of their physical properties.

Testing of indirect indicators of LyC leakage: O32 vs R23 
index, He I diagram, [SII] BPT diagram, mass dependency… 
(Nakajima et al. 2016, Izotov et al. 2017, 2018, Jaskot et al. 
2019, Wang et al. 2021).

Lyman Continuum (LyC) leakers  
and reionization epoch analogs

1

1 

Properties of local analogs 

Small angular size
Blue intrinsic color
Irregular morphology
Low stellar mass
Low metallicity
High SFR
High gas content
Spectrum dominated by strong emission lines 

The study of galaxies which may be representative of 
the high-z galaxy population can provide useful hints 

about cosmic reionization and the first galaxies. 

The importance of IFU observations
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146 5.2. Studying reionization epoch analogs with MEGARA

Figure 2: Preliminary results of a potential LyC leaker
obtained with MEGARA: [OIII]5007 flux map (top), and

velocity map derived using the Hβ emission line (bottom).
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Figure 1. The continuum subtracted surface brightness spatial map for
[O ���]�5007. The largest aperture is referred to as the Integrated aperture
and the others are named after their position relative to the galaxy center, as
indicated by the directional arrows (e.g. the aperture at the top of the image
is the Northern aperture, the one on the left is the Eastern aperture, etc.). The
blank spaxels are due to the object being observed on the edge of the detector.
We include a 1 arcsec scale bar, where 1 arcsec corresponds to approximately
5 kpc in the frame of the galaxy.

For our bootstrap Monte Carlo method, we first estimated the
noise level by calculating the standard deviation of the continuum-
subtracted data (see subsection 3.2) in two 80-100 pixel-wide spectral
windows directly adjacent to each individual emission line. With the
�����.������.������() function (Harris et al. 2020), we gener-
ated 1000 realizations of the extracted spectrum where each flux
density is randomly drawn from a normal distribution centered on
the original flux density value with a standard deviation given by the
estimated noise value calculated above. We then fit a Gaussian to
each of the 1000 modified spectra. Our initial values for the models
came from the ��������� ����_�����_��������� function.

We tabulated the results and took the mean and standard deviation
of the distribution. These techniques allowed us to measure the prop-
erties and errors of the emission lines of interest in a consistent way.
Examples of our fits for the spectrum from the integrated region can
be found in Figure 3. Table 1 gives the observed and extinction cor-
rected fluxes (subsection 3.5), respectively, for 9 different measured
emission lines in our 6 different apertures.

All conversions from wavelengths to velocities were done using
the restframe wavelengths from the NIST Atomic Spectra Database
Lines Form (Kramida et al. 2021). The lines measured in this
work were Mg ���2796, 2803, [O ��]��3727, 3729, [Ne ���]�3869, H�,
[O ���]�4363, H�, [O ���]�4959, [O ���]�5007, and H�.

3.4 Comparison of fluxes and ratios to previous work

To compare the LRS2 observations presented here to other literature
measurements, we extracted the LRS2 flux from a 2 arcsec diameter
aperture, centered on the peak emission within J0919 (called the
central aperture; the center most aperture in Figure 1). This aperture
matches the diameter of the BOSS fibers (Smee et al. 2013). We
then downloaded the calibrated spectra from the Sloan Digital Sky

Survey DR15 (Aguado et al. 2019) and measured the emission line
properties in the same way as was done in Sections 3.2-3.5 with the
LRS2 data. Our values from the SDSS spectra match literature values
for integrated flux, equivalent width, and E(B-V) within 1� for all
emission lines (Izotov et al. 2021, Flury et al. 2022a).

Table 2 compares the emission line ratios measured from the LRS2
(top row) and SDSS (bottom row) spectra. Most of the values mea-
sured from LRS2 match what we measured from the SDSS. For
example, we measured a value of 3.04 ± 0.02 for H�

H� from the LRS2
data. This is consistent, at the 2� significance level, with the value
we measured from the SDSS data of 2.97 ± 0.03. Our value for
the [O ���]�5007/[O ��]��3727, 3729 ratio is also consistent with the
SDSS measurement.

We used a redshift value of 0.40512 from the SDSS in our calcula-
tions. We found that the LRS2 emission lines have values of (24-37)
km s�1 from this redshift. With our measurements matching other
independent measurements, we can move forward assuming accurate
results from our analysis.

3.5 Dust extinction correction

We corrected the continuum subtracted emission-line flux values
to account for the impact of dust present in the Milky Way (MW)
and J0919. Dust extinction reduces the amount of flux that reaches
our telescope by absorbing and/or scattering the photons of inter-
est. It is also wavelength dependent meaning very blue lines, like
[O ��]��3727, 3729, are more reduced than redder lines like H�.
Correcting for dust extinction and comparing to uncorrected values
constrains the spatial distribution of dust and reveals the intrinsic
nebular conditions (e.g. metallicity, ionization structure, etc.). The
correction was done using the following steps:

(i) Corrected the flux based on J0919’s position in the Milky Way
(MW) by multiplying the flux by:

100.4�E(B�V)MW�� (�obs) , (2)

where E(B-V)MW is the MW color excess, which has a value of 0.029
at the position of J0919 (Green et al. 2019), and �(�obs) is the value
of the CCM89 extinction law at the observed wavelength of each
individual emission line (Cardelli et al. 1989).

(ii) Calculated the color excess intrinsic to J0901, referred to as
E(B-V), by following the steps outlined in section 5.1 of Flury et al.
2022a. In short, we determine the variance-weighted E(B-V) by us-
ing the equivalent widths and the fluxes of H�, H�, H�, and H�. The
E(B-V) value and stellar absorption values are iterated until the elec-
tron temperature (see subsection 3.6) converges. The E(B-V) values
calculated using the stellar absorption are only used if the stellar ab-
sorption values are statistically significant at greater than the 2� level.
This only applies to the Integrated and Western apertures. Uncertain-
ties in the dust are folded into our extinction corrected flux errors.
All other E(B-V) values are calculated with only the Balmer decre-
ments. The values assumed for the intrinsic Balmer ratios depend on
the temperature of the region, but given an average temperature of
16740 K they are; H�/H�: 2.77, H�/H�: 0.47 , H�/H�: 0.56.

(iii) To correct for dust in J0919 we multiplied the MW corrected
fluxes by:

100.4�E(B�V)�� (�rest) (3)

where �(�rest) is the value of the CCM89 extinction law at the rest
wavelength of each individual emission line. We did not correct the
flux values in the [O ���]�5007 spatial map (see Figure 1) in order to
retain the observed spatial extent of J0919. However, we did apply

MNRAS 000, 1–12 (2022)
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Figure 2: [OIII]!5007 surface brightness map for a low-z
LyC leaker (figure adapted from Seive et al. 2022). Using
IFU observations, the authors found significant spatial

variations in the fesc (LyC).

Figure 5.3: [Oiii]�5007 surface brightness spatial map of a low-z LyC leaker. Figure adapted
from Seive et al. (2022). Using IFU observations, the authors found significant spatial variations
in the fesc (LyC). The apertures employed for the analysis are marked with white circles.

ing the conditions of the EoR (Yajima et al. 2011; Wise et al. 2014; Verhamme et al. 2015;

Laursen et al. 2019). In this contest, Katz et al. (2020) studied whether the local LyC leakers

are true analogs of the sources that reionized the Universe using cosmological hydrodynamics

simulations. They employed the emission line properties of simulated galaxies to develop

new methods for identifying LyC leaker ‘analogs’ at low redshift. To compare with obser-

vations, they tested their model on a sample of dwarf local galaxies from the Dwarf Galaxy

Survey (DGS, Madden et al. 2013) to predict the probability of showing fesc � 10%, and

hence to be potential LyC leakers. An example of the diagnostic diagrams employed by Katz

et al. (2020) is shown in Fig. 5.2 (right panel), where the authors compared observations and

high-z simulated galaxies (distinguishing between LyC leakers and non-leakers) using a [Sii]

BPT diagram. This diagram was proposed by Wang et al. (2019) to identify LyC leakers

based on a significant [Sii] deficit compared to the local star-forming population. What Katz

et al. (2020) found is that the simulated LyC leakers have not only low [Sii]/H↵, but also

low [Oiii]/H� compared to the non-leaker systems. The low [Oiii]/H� ratio is indicative of

low metallicity, and this behavior is consistent with the simulations of Barrow et al. (2017),

although it was not observed by Wang et al. (2019). The region of the diagram populated

Seive et al. 2022
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- Excellent local analog of high-z galaxies (Motiño Flores et al. 2021)
- Potential LyC leaker candidate (Katz et al. 2020)

UM461: a potential LyC leaker candidate  

HST WFC3 and ACS observations
Filters: F390W, F574M, and F814W 

500 pc

Elmegreen et al. 2022 

N

E

z = 0.003465 

M⋆ = 7.6 × 107 M⊙ 

12 + log(O/H) = 7.78
Size: 9 arcsec × 7 arcsec

We selected this star-forming galaxy for a 
2D spatially-resolved study of its physical properties 

Main goals: 

Shed light on the nature of UM461
Map the ionization structure of the ISM.
Test its resemblance with the high-z population of galaxies 
Investigate the mechanisms that allow LyC photons to escape in the first galaxies.

UM461 properties

5

148 5.3. UM461: a potential LyC leaker candidate

F390W F547M F657N F814WSDSS

N

E 5 arcsec

Figure 5.4: UM461: SDSS color composite and HST images in the F390W, F547M, F657N,
and F814W bands. Credits: HST data archive and SDSS.

1981; Lagos et al. 2011; Micheva et al. 2013; Lagos et al. 2018; Carvalho & Plana 2018, ,

and references therein). Figure 5.4 shows several HST images and an SDSS color composite

of UM461. Recently, Elmegreen et al. (2022) employed multi-wavelength HST imaging to

study a sample of extremely metal-poor galaxies (UM461 included) which exhibit reduced

metallicity in the most prominent star-forming complex as compared with its surroundings.

The derived masses and ages of the star complexes were similar to those obtained in Lagos

et al. (2011).

Although pioneer studies reported that UM461 and UM462 were formed together (Taylor

et al. 1995), further studies concluded that they do not show tidal interaction and therefore

the chance that the two galaxies induced star formation on each other is low (van Zee et al.

1998; Lagos et al. 2011). UM461 has stellar mass of M? ⇠ 7.6 ⇥ 107 M�, metallicity of

12 + log(O/H) = 7.78, it sizes 9 arcsec ⇥ 7 arcsec approximately, and the spectrum shows

strong emission lines (Lagos et al. 2011, 2018). Since lower mass haloes tend to have higher

escape fraction (Wise et al. 2014; Xu et al. 2016; Kimm et al. 2017), the low stellar mass

of this galaxy supports its LyC-leaker status. Moreover, Motiño Flores et al. (2021) studied

the dust properties, SFR, and SFH of a sample of blue compact dwarf galaxies, and UM461

was classified in their ‘gold ’ sample, making this young galaxy an excellent candidate for

comparison with the first galaxies and follow-up studies. The local analogs included in this

sample are characterized by warmer dust, high specific SFR, high gas mass fractions, and

low gas-phase metallicities. All these properties qualify this object as an ideal LyC leaker

and reionization epoch analog. Hence, we selected this target for a 2D spatially-resolved

study using the MEGARA IFU, with the aim of identifying areas with di↵erent behaviors

and investigating the physical processes that allow LyC photons to escape.

2

Introduction and motivation of the project1 
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5.1. The MEGARA instrument 143

data were taken in 2017.

A

B

A

B

Figure 5.1: Left: The MEGARA instrument attached to the Folded-Cass F focal station of
the GTC and on the Nasmyth-A platform (encircled in blue) with the fiber bundle routing
highlighted in orange. The MEGARA focal plane component and the VPH wheel are shown at
the bottom. Top right: LCB and MOS bundles of fibers. Bottom right: 3D graphic of the
pseudoslit, collimator, dispersion elements on the wheel, and the Cryostat+Camera. Credits:
UCM and GTC webpages, Gil de Paz et al. (2016).

Table 5.1: Characteristics of MEGARA

Detector: E2V CCD231-84 Readout noise: 3.4 e�

Spaxel size: 0.6200 Gain: 1.73 e�/ADU
Spectral range: 0.37�0.97 µm FOV (IFU): 12.500 ⇥ 11.300

Spectral resolution: 5 500, 12 500, and 20 000 FOV (MOS): 3.50 ⇥ 3.50

Figure 5.1 shows the MEGARA instrument, its location on the GTC telescope, and its

di↵erent components. The main characteristics of MEGARA are summarized in Table 5.1.

More information can be found in the UCM and GTC webpages.
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the GTC and on the Nasmyth-A platform (encircled in blue) with the fiber bundle routing
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Table 5.1: Characteristics of MEGARA

Detector: E2V CCD231-84 Readout noise: 3.4 e�

Spaxel size: 0.6200 Gain: 1.73 e�/ADU
Spectral range: 0.37�0.97 µm FOV (IFU): 12.500 ⇥ 11.300
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Figure 5.1 shows the MEGARA instrument, its location on the GTC telescope, and its

di↵erent components. The main characteristics of MEGARA are summarized in Table 5.1.

More information can be found in the UCM and GTC webpages.

The MEGARA instrument

3

GTC 10.4m

The first Integral-Field Unit (IFU) 
designed for the 10.4m GTC telescope 

• Large Compact Bundle (LCB) mode
Main bundle with 567 fibers
8 minibundles (with 7 fibers each) that 
sample the sky background emission 

• MOS mode
Robotic positioners that allow observing 
up to 92 objects 

Composed of fibres.

2 Instrumental setup and observations
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Table 5.2: Summary of the UM461 observations

Point. R.A. Dec. VPH R (�/��) Wave. range Exp. Time Obs. Date
1 11h 51m 33.34s �02� 220 21.900 LR-U 5750 3654�4392 Å 3600 s 21/05/22
1 11h 51m 33.34s �02� 220 21.900 LR-B 5000 4332�5200 Å 9600 s 22/02/21
1 11h 51m 33.34s �02� 220 21.900 LR-R 5900 6097�7303 Å 3600 s 13/03/21
2 11h 51m 33.15s �02� 220 22.200 LR-U 5750 3654�4392 Å 3840 s 05/05/22
2 11h 51m 33.15s �02� 220 22.200 LR-B 5000 4332�5200 Å 3840 s 05/05/22
2 11h 51m 33.15s �02� 220 22.200 LR-R 5900 6097�7303 Å 3840 s 05/05/22
3 11h 51m 32.93s �02� 220 22.100 LR-U 5750 3654�4392 Å 7200 s 01/05/22
3 11h 51m 32.93s �02� 220 22.100 LR-B 5000 4332�5200 Å 3600 s 06/03/22
3 11h 51m 32.93s �02� 220 22.100 LR-R 5900 6097�7303 Å 3600 s 06/03/22

Notes: Point. = Number of the pointing carried out during the observations (see Fig. 5.5, bottom right panel), R.A. = Right
ascension (hh:mm:ss) of the pointing center, Dec. = Declination (dd:mm:ss) of the pointing center, VPH = Volume Phase
Holographic transmission grating, R = spectral resolution, Wave. range = wavelength range covered (Å), Exp. Time = exposure
time (s), and Obs. Date = Observation date (dd/mm/yy).

5.4 Reduction of the MEGARA IFU data

In this section, we describe the procedure employed to reduce the optical IFU data of

UM461 obtained with MEGARA. We explain the tasks carried out for the data reduction

pipeline and the additional flux corrections that must be taken into account to generate

properly calibrated data. Furthermore, we perform a first inspection of the reduced spectra

to identify emission lines of interest for this study, and finally use di↵erent software tools to

visualize and analyze the data.

5.4.1 MEGARA Data Reduction Pipeline

We employed the MEGARA Data Reduction Pipeline (DRP)4 to reduce the IFU data of

UM461. This pipeline, which was developed in Python, allows to process the raw MEGARA

data provided by the GTC (for both LCB or MOS mode) and provides wavelength- and flux-

calibrated sky-subtracted data which are scientifically valuable. Detailed instructions for the

installation and execution of the di↵erent calibration and reduction tasks can be found in

the MEGARA Cookbook (Castillo-Morales et al. 2020). In summary, the MEGARA DRP

consists of nine steps:

• Step 1 – MasterBias: Removal of the overscan region and generation of a MasterBias

image to subtract from images in other steps.

4
https://megaradrp.readthedocs.io/en/stable/

GT + GTC proposal 62-GTC60/22A (PI: C. Cabello) 

2 

UM461

Instrumental setup and observations
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MEGARA IFU data – Estimation of uncertainties

MEGARA DRP

• Master Bias image
• Tracemap
• Modelmap
• Wavelength calibration
• Master Fiberflat
• Master Twilight
• LCB acquisition
• Master Sensitivity
• LCB reduction 

(combination, overscan removal, 
bias subtraction, extraction, 

wavelength calibration, flat-fielding, 
flux calibration, sky subtraction)

Calibration images
(bias, arcs, flats, standard star)

Object images

Generation of 
simulated images

Gaussian noise 
addition by the 

Monte Carlo method

50 times

Reduced RSS image – simulation 1
Reduced RSS image – simulation 2
Reduced RSS image – simulation 3

…

Analysis of the 
emission lines

Estimation of physical and 
derived parameters (flux, EW, 

σ, velocity, …) of each 
simulated image 

Uncertainty maps 
derived using the standard deviation 

of the different measurements

Flux – simulation 1
Flux – simulation 2

…

SNR – simulation 1
SNR – simulation 2

…

…

Spatial distribution 
of properties

Science target • Bias subtraction
• Trimming
• Rotation
• Flat-fielding 

Reducing OSIRIS spectroscopic data

• Wavelength calibration + C-distortion correction

Cosmic rays 
removal

cleanest

• Response curve generation
• Upper boundary fit of the 

stellar continuum

• OBs combination
• 1D spectrum extraction
• Absolute flux calibration 

+
telluric correction

• Flux correction accounting for 
light losses in the slit 

• Galactic extinction correction
• S/N estimation

Scientific paper

Spectrophotometric 
standard star

scripts
+ boundfit

• Atmospheric extinction correction 

• 1D spectrum 
extraction

Sky subtraction
xnirspec

• S-distortion correction

• Sky subtraction

scripts

Figure 5.9: Estimation of random uncertainties in MEGARA IFU data. The sketch shows the
procedure followed to compute the uncertainty maps of the di↵erent emission-line properties.
The Monte Carlo method is used to generate artificial calibration and science MEGARA images
which are taken as the input of the MEGARA DRP. The process is repeated multiple times and
we derived the spatial distribution of properties from each resulting reduced RSS image. The
standard deviation of the di↵erent measurements is taken as the uncertainty of each parameter.

Thus, the artificial bias image was built with a constant value of 2087 ADUs in

the lower part of the detector (Y = [1:2105] px) and 2054 ADUs in the upper part

(Y = [2106:4212] px). The readout noise was estimated from measurements of the rms in

di↵erent regions of the bias images and finally set to 2 ADUs. The gain of the detector was

fixed to 1.60 e�/ADUs in the lower part of the detector and 1.73 e�/ADUs in the upper

part. Then, we used this image of uncertainties to generate Gaussian noise as:

Ri,j =
p

2 · Noisei,j ·
p
�ln(1 � z 1) · cos(2⇡ z 2), z 1, z 2 2 [0, 1). (5.3)

5

Data reduction and processing3

MEGARA Data Reduction Pipeline (DRP) Row-Stacked Spectra (RSS) 

X (px)
Y

 (p
x)

White light image

https://pypi.org/project/megaradrp/
Sergio Pascual, Nicolás Cardiel
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Data reduction and processing3
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Data reduction and processing3
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[OIII]λ5007 MEGARA tools and Python codes  
to derive the spatial distribution of properties  

for each emission line detected in the UM461 spectra. 
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5.5 Estimation of random uncertainties

We have obtained the properties of the di↵erent emission lines detected in the MEGARA

data, although so far we did not have an idea of the uncertainties7 of these measurements.

For this reason, we have applied a method to estimate random uncertainties of any parameter

that can be derived using MEGARA IFU data, which is based on the numerical approach

described in Cardiel et al. (2002). It is important to highlight that, as far as we are aware,

this is the first time that this approach has been applied to MEGARA data. The code can

be found in Appendix E and on GitHub8. It is written in Python and can be easily adapted

to any particular MEGARA dataset regardless of the VPH used during the observations.

The procedure is summarized in Fig. 5.9 and explained below.

First, we estimated an image of uncertainties associated with each raw individual image

(bias, flats, arcs, standard star, and object images), considering the gain (g) and the readout

noise (RN) of the detector. The signal of each pixel (i, j) due to the photons arriving at the

detector (Dataphoton
i,j ) can be approximated by:

Dataphoton
i,j ' Datameasured

i,j � Biasi,j � DarkCurrenti,j (5.1)

The uncertainty in the number of counts9 of each pixel (Noisei,j) is given by:

(Noisei,j)
2 =

1

g i,j
· Dataphoton

i,j + (RNi,j)
2 (5.2)

For the MEGARA data, the dark current (DarkCurrenti,j) is negligible. Based on measure-

ments of the median number of counts of the whole set of bias images, we generated an

artificial bias image (Biasi,j) that was subtracted from the number of counts measured in

each pixel (Datameasured
i,j ). Since the MEGARA detector works like two independent detectors

in practice, the measurements were done independently in di↵erent regions of the images.

7Following the recommendation of the International Organization for Standardization (see “Guide to the

expression of uncertainty in measurement”), we distinguish between error (result of a measurement minus
the true value of the measurand) and uncertainty (parameter associated with the result of a measurement
that characterizes the dispersion of the values that could reasonably be attributed to the measurement).

8
https://github.com/criscabe/MEGARA

9See Cardiel et al. (1998) and Cardiel (1999) for more information about the statistics of photons and the
reliable random estimation of uncertainties in a measurement.
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For the MEGARA data, the dark current (DarkCurrenti,j) is negligible. Based on measure-

ments of the median number of counts of the whole set of bias images, we generated an

artificial bias image (Biasi,j) that was subtracted from the number of counts measured in

each pixel (Datameasured
i,j ). Since the MEGARA detector works like two independent detectors

in practice, the measurements were done independently in di↵erent regions of the images.

7Following the recommendation of the International Organization for Standardization (see “Guide to the

expression of uncertainty in measurement”), we distinguish between error (result of a measurement minus
the true value of the measurand) and uncertainty (parameter associated with the result of a measurement
that characterizes the dispersion of the values that could reasonably be attributed to the measurement).

8
https://github.com/criscabe/MEGARA

9See Cardiel et al. (1998) and Cardiel (1999) for more information about the statistics of photons and the
reliable random estimation of uncertainties in a measurement.
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Figure 5.9: Estimation of random uncertainties in MEGARA IFU data. The sketch shows the
procedure followed to compute the uncertainty maps of the di↵erent emission-line properties.
The Monte Carlo method is used to generate artificial calibration and science MEGARA images
which are taken as the input of the MEGARA DRP. The process is repeated multiple times and
we derived the spatial distribution of properties from each resulting reduced RSS image. The
standard deviation of the di↵erent measurements is taken as the uncertainty of each parameter.

Thus, the artificial bias image was built with a constant value of 2087 ADUs in

the lower part of the detector (Y = [1:2105] px) and 2054 ADUs in the upper part

(Y = [2106:4212] px). The readout noise was estimated from measurements of the rms in

di↵erent regions of the bias images and finally set to 2 ADUs. The gain of the detector was

fixed to 1.60 e�/ADUs in the lower part of the detector and 1.73 e�/ADUs in the upper

part. Then, we used this image of uncertainties to generate Gaussian noise as:

Ri,j =
p

2 · Noisei,j ·
p

�ln(1 � z 1) · cos(2⇡ z 2), z 1, z 2 2 [0, 1). (5.3)
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5.5 Estimation of random uncertainties
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The procedure is summarized in Fig. 5.9 and explained below.
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(bias, flats, arcs, standard star, and object images), considering the gain (g) and the readout

noise (RN) of the detector. The signal of each pixel (i, j) due to the photons arriving at the

detector (Dataphoton
i,j ) can be approximated by:

Dataphoton
i,j ' Datameasured

i,j � Biasi,j � DarkCurrenti,j (5.1)

The uncertainty in the number of counts9 of each pixel (Noisei,j) is given by:

(Noisei,j)
2 =

1

g i,j
· Dataphoton

i,j + (RNi,j)
2 (5.2)

For the MEGARA data, the dark current (DarkCurrenti,j) is negligible. Based on measure-

ments of the median number of counts of the whole set of bias images, we generated an

artificial bias image (Biasi,j) that was subtracted from the number of counts measured in

each pixel (Datameasured
i,j ). Since the MEGARA detector works like two independent detectors

in practice, the measurements were done independently in di↵erent regions of the images.

7Following the recommendation of the International Organization for Standardization (see “Guide to the

expression of uncertainty in measurement”), we distinguish between error (result of a measurement minus
the true value of the measurand) and uncertainty (parameter associated with the result of a measurement
that characterizes the dispersion of the values that could reasonably be attributed to the measurement).

8
https://github.com/criscabe/MEGARA

9See Cardiel et al. (1998) and Cardiel (1999) for more information about the statistics of photons and the
reliable random estimation of uncertainties in a measurement.
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Figure 5.9: Estimation of random uncertainties in MEGARA IFU data. The sketch shows the
procedure followed to compute the uncertainty maps of the di↵erent emission-line properties.
The Monte Carlo method is used to generate artificial calibration and science MEGARA images
which are taken as the input of the MEGARA DRP. The process is repeated multiple times and
we derived the spatial distribution of properties from each resulting reduced RSS image. The
standard deviation of the di↵erent measurements is taken as the uncertainty of each parameter.

Thus, the artificial bias image was built with a constant value of 2087 ADUs in

the lower part of the detector (Y = [1:2105] px) and 2054 ADUs in the upper part

(Y = [2106:4212] px). The readout noise was estimated from measurements of the rms in

di↵erent regions of the bias images and finally set to 2 ADUs. The gain of the detector was

fixed to 1.60 e�/ADUs in the lower part of the detector and 1.73 e�/ADUs in the upper

part. Then, we used this image of uncertainties to generate Gaussian noise as:

Ri,j =
p

2 · Noisei,j ·
p

�ln(1 � z 1) · cos(2⇡ z 2), z 1, z 2 2 [0, 1). (5.3)Simulated image = +

The signal of each pixel (i, j) due to the photons arriving at the detector:

The uncertainty in the number of counts of each pixel: 

Generation of Gaussian noise: 
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To overcome one of the limitations of the MEGARA DRP, 
which does not provide uncertainties during the calibration procedure,

 we developed a Python code based on the numerical approach 
described in Cardiel et al. (2002). 
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 We developed a Python recipe to carefully 
estimate, for the first time, random 
uncertainties associated with any parameter 
that can be derived using MEGARA IFU data.

 The random uncertainties can be determined 
in a reasonable computation time. 

 The code is publicly available on GitHub for 
the use of the community. 

 This novel approach can be applied to any 
2D spectroscopic dataset!
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Emission-line ratios: spaxel-by-spaxel analysis
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Emission-line ratios 
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Metallicity abundance

The oxygen abundance was computed following the relation derived from Marino et al. 2013
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Upper limits!

The oxygen abundance was computed following the relation derived from Marino et al. 2013



1

3

2

4

5

Integrated

6 7 8

Cristina Cabello       -       Escape of Lyman radiation from galactic labyrinths       -       OAC, Crete       -       April 2023

Analysis and preliminary results  5 

14

Metallicity abundance

N2 index

Integrated



Cristina Cabello       -       Escape of Lyman radiation from galactic labyrinths       -       OAC, Crete       -       April 2023

Analysis and preliminary results  5 

15
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[SII] BPT diagram
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Cabello+23 in prep.Wang+21

[SII] BPT diagram
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Cabello+23 in prep.
O32 vs R23 diagram

Nakajima & Ouchi +14, Nakajima+16, Ouchi+20
5
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Figure 5.2: Indirect indicators of LyC leakage. Left: Diagram of O32 versus R23 extracted
from Ouchi et al. (2020). The red and blue symbols represent LAEs and LBGs at z ⇠ 2 � 4,
respectively (Nakajima & Ouchi 2014; Nakajima et al. 2016). The orange data points indicate
LyC leakers. The green triangle indicates a green pea galaxy. Right: [Sii] BPT diagram for sim-
ulated galaxies vs observations from Katz et al. (2020). Black circles represent simulated systems
that have fesc < 10% while red points show simulated galaxies that are leaking a considerable
amount of LyC radiation and have fesc � 10%. Blue points and the blue line and triangles
represent observations of individual star-forming galaxies and the mean relation at z = 2 � 3
from Strom et al. (2017). Cyan stars represent leaky Green Pea Galaxies from Izotov et al.
(2016a,b, 2018a,b). Cyan and magenta triangles represent leaky and non-leaky Lyman-Break
analogs from Alexandro↵ et al. (2015). Cyan and magenta pentagons represent leaky and non-
leaky star-forming galaxies from Wang et al. (2019). The dashed green line shows the maximum
theoretical starburst line from Kewley et al. (2001). The gray shade shows SDSS local galaxies
in both left and right panels.

at z ⇠ 2 � 4 (red symbols) have larger O32 ratios than Lyman-Break Galaxies (LBGs, blue

symbols), and hence a harder ionizing radiation field. The low-z LyC leakers from Izotov

et al. (2016a,b) (orange symbols) overlap the region populated by the high-z galaxies, thus

becoming promising analogs of the sources that reionized the Universe. However, high O32

ratios do not necessarily implies high values of fesc (Naidu et al. 2018; Bassett et al. 2019).

Several physical phenomena can also lead to high O32 ratios within non-leaker galaxies, such

as low stellar and nebular metallicities, socks, or a high ionization parameter (Jaskot & Oey

2013; Stasińska et al. 2015; Paalvast et al. 2018; Jaskot et al. 2019). Therefore, although a

high O32 index is a necessary condition for LyC leakage, it may not be su�cient to identify

LyC leakers, and hence more diagnostics are needed to select potential candidates of the

sources of cosmic reionization (Nakajima et al. 2020).

In addition to these measurements, we can estimate the LyC escape fractions by simulat-
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O32 -  fesc (LyC) relation from Chisholm+18

fesc(LyC) estimation

O32 -  fesc (LyC) relation from Izotov+18a
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 Different indirect indicators of LyC leakage based on emission-line 
ratios revealed values consistent with those of high-z galaxies, 
Green Pea Galaxies, and low-z LyC leakers from the literature.

This outcome reinforces the status of UM461 as an excellent local 
analog of the high-z population.

 We found significant spatial variations of LyC leakage 
Integrated properties do not fully represent the complex ionization 
structure of UM461 

 2D spectroscopic information is crucial for unveiling the 
mechanisms that allow LyC photons to escape. 

MEGARA@GTC proposal GTC44-23A (PI: C. Cabello) 
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Working with MEGARAMEGARA

Lyman Continuum (LyC) leakers  
and reionization epoch analogs

Identification of different regions of low-z galaxies 
which are leaking LyC photons by performing a 2D 
spatially-resolved analysis of their physical properties. 

Testing of indirect indicators of LyC leakage: O32 vs 
R23 index, He I λ7065/λ6678 vs λ3889/λ6678, [SII] 
BPT diagram, mass dependency… (Nakajima et al. 
2016, Izotov et al. 2017, 2018, Jaskot et al. 2019, Wang 
et al. 2021). 

Comparison with cosmological hydrodynamics 
simulations that predict specific behaviors in different 
emission-line diagrams (Katz et al. 2020).

Figure 1: Color images from SDSS9 of UM133 (left panel) and
IIzw40 (right panel). Size: 1 x 1 arcmin2.

IIzw40UM133

N

E

Target RA (h m s) DEC (o ́ ́ )́ Mag Texp
Instrumental 
Configuration 

IIzw40 05h 55m 42.6s +03o 23 ́ 32.00 ́ ́ B = 11.7 mag 1h MEGARA IFU – LR-U 

UM133 01h 44m 41.28s +04o 53 ́ 26.00 ́ ́ r = 14.5 mag 1h MEGARA IFU – LR-U 

UM133 01h 44m 41.28s +04o 53 ́ 26.00 ́ ́ r = 14.5 mag 1h MEGARA IFU – LR-B 

UM133 01h 44m 41.28s +04o 53 ́ 26.00 ́ ́ r = 14.5 mag 1h MEGARA IFU – LR-R 

IIzw40 galaxy at z = 0.002669 
UM133 galaxy at z = 0.00541. 

UM133: Observed by E. Carrasco in 2020.
LR-U, LR-B and LR-R
Public data
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